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Abstract

A coupled meteorological and chemical modeling system with a 12-km horizontal grid spacing was used to simulate

the evolution of ozone over the Great Lakes region between May and September of 1999 and 2001. The overall

temporal and spatial variations in hourly ozone concentrations and ozone exposure from control simulations agreed

reasonably well with the observations at most locations with an overall monthly bias computed across all stations

ranging from �3.2 to 5.3 ppb, the root mean square difference ranging from 18.2 to 22.2 ppb, and an index of agreement

ranging from 0.63 to 0.78. As with the observations, the simulated ozone exposure was higher during most months of

the summer of 1999 than during 2001. Sensitivity simulations that increased anthropogenic trace gas emissions were

performed to determine the changes in ozone exposure in the presence of meteorological interannual variability. The

emission scenario simulations that employed the meteorological conditions of 1999 and increased anthropogenic

emissions of NOx and VOCs produced increases in ozone exceeding 80 ppb over the lower peninsula of Michigan, the

eastern half of the upper peninsula of Michigan, and over Ontario just north of Lake Superior and Lake Huron. Over

the agricultural regions, more ozone between 60 and 80 ppb was produced. The cooler and wetter conditions with more

frequent periods of northwesterly flow during the summer of 2001 were not as favorable for ozone production and did

not result in increased ozone, despite the increase in anthropogenic emissions. Increases in ozone exceeding 60 ppb

occurred only over the lake surfaces and in central Michigan when the meteorological conditions of the summer of 2001

were applied. For both summers, increases in anthropogenic emissions decreased ozone exposure in the immediate

vicinity of the largest metropolitan areas. Since anthropogenic emission rate projections depend on assumptions of

population, economic development, land-use patterns, and technology, the effect of anthropogenic emission rates on

the magnitude and regional-scale distribution of ozone concentrations could be much larger or smaller than indicated

by this study. In a subsequent study, the simulated ozone will be used as input to biological models to assess the

response of ozone-sensitive tree species in the Great Lakes region to ozone levels produced by various anthropogenic

emission scenarios.
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1. Introduction

In addition to the effects of ozone on human health,

high surface ozone concentrations can have an adverse

effect on specific types of vegetation (McKee, 1994).

Global and regional-scale climate model predictions

indicate human activities will likely alter the average

meteorological conditions over the next several decades

(IPCC, 2001). Possible changes in synoptic and mesos-

cale weather patterns as well as local wind speed,

temperature, humidity, boundary layer depth, cloudi-

ness, and precipitation will affect the production/

destruction, turbulent mixing, transport, and deposition

of ozone.

Future vegetation health will depend also on interac-

tions between meteorological parameters and pollutant

emission rates that influence the distribution and

concentration of ozone. In addition to greenhouse gases

(e.g. carbon dioxide), anthropogenic emissions of ozone

precursors such as nitrogen oxides and hydrocarbons

are estimated to increase during this century (IPCC,

2000). Other studies, however, have indicated declines in

anthropogenic emissions over the past five to 10 years

(US EPA, 2004). Climate change and human activities

can directly and indirectly affect biogenic emissions by

altering surface temperature and vegetation distribu-

tions (Constable et al., 1999; Civerolo et al., 2000).

Modeling studies also suggest that the impact of long-

range transport on local air quality will increase in the

future (Jacob et al., 1999; Yienger et al., 2000).

Despite the number of global climate simulations,

only a few have examined the impact of climate change

on tropospheric chemistry (Brasseur et al., 1998; Fiore et

al., 2002; Johnson et al, 1999; Prather et al., 2003).

Higher resolution simulations are needed to assess the

impacts of climate change on human and vegetation

health because global models do not resolve the large

variations in anthropogenic trace gas emissions asso-

ciated with urban and point sources. Urban to regional-

scale models have been applied to simulate air pollution

episodes lasting from a few days to weeks, but they are

now being applied to assess the interaction between

climate and regional air quality. For example, Hogrefe

et al. (2004) recently completed a series of simulations

for the eastern US using a 36-km model grid spacing to

predict ozone levels for the summers of 2020, 2050, and

2080. They found that ozone predictions in the eastern

US were most sensitive to changes in large-scale

chemical environment that alter the regional trace gas

boundary conditions. Regional climate change and

increased anthropogenic emissions had a smaller impact

on ozone than the large-scale chemical environment,

except during high ozone events when regional climate

change became the dominant factor.

The objectives of this study are to (1) determine the

effect of changes in anthropogenic trace gas emissions
on local and regional variations of ozone exposure in the

Great Lakes Region and (2) develop a set of current and

future regional ozone exposure scenarios that can be

used as input to vegetation response models for

assessing ozone risk to forest health. A coupled

meteorological and chemical modeling system is used

to simulate the evolution of ozone during the summers

of 1999 and 2001 with contrasting meteorological

conditions. The warmer and drier synoptic conditions

over much of the eastern US during the summer of 1999

were favorable for ozone production, while cooler and

wetter conditions with more frequent periods of north-

westerly flow during the summer of 2001 reduced ozone

concentrations. Additional simulations were performed

to examine the effect of increased anthropogenic trace

gas emission rates on ozone exposure and how sensitive

the predicted changes in ozone concentrations are to the

different meteorological conditions between these two

summer seasons. In a future study, the simulated current

and future ozone exposure distributions will be em-

ployed to assess the impact of increased anthropogenic

emissions on forest health in the Great Lakes region.
2. Simulation period

The Pacific Northwest National Laboratory (PNNL)

Eulerian Gas and Aerosol Unified System (PEGASUS),

as described by Fast et al. (2002), was used to simulate

the evolution of ozone for a five-month period between 1

May and 30 September for 1999 and 2001. These two

summers were examined because of the different overall

meteorological conditions that resulted in a variety of

seasonal and monthly ozone patterns in the region.

Ozone exposure is a useful quantity to assess the

potential impact of ozone on vegetation health (Hogsett

et al., 1997). We employ the SUM60 and SUM80

biological indices defined as:

SUM60 ðppbhÞ ¼
X

O3½ �Dt; for O3½ �460ppb, (1)

SUM80 ðppbhÞ ¼
X

O3½ �Dt; for O3½ �480ppb. (2)

While certain types of vegetation become damaged

during long-term exposure to ozone greater than 60 ppb

(Hogsett et al., 1997), exposure to ozone greater than

80 ppb also is computed to determine the frequency of

higher ozone levels associated with air pollution

episodes. The observed monthly ozone exposure for all

ozone monitors in the Great Lakes region (see Fig. 1) is

shown in Fig. 2. Ozone measurements were obtained

from the US EPA’s operational network, including the

clean air status and trends network (CASTNET), and

Environment Canada’s National Air Pollution Surveil-

lance (NAPS) network. The mean and range of SUM60

and SUM80 were higher during 1999 than 2001 for the
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Fig. 1. Dominant vegetation types over the second modeling

domain: crop and mixed farming (light gray), wooded grassland

(light green), mixed woodland (green), evergreen needleleaf

forest (dark green), and deciduous broadleaf forest (purple).

Operational ozone monitoring stations denoted by yellow

circles and meteorological surface and upper-air stations

denoted by red triangles and squares, respectively.
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Fig. 2. Observed SUM60 and SUM80 over the Great Lakes

region during the summer of 1999 and 2001. The vertical lines

denote the range, the boxes denote the 25% and 75% quantiles,

and the dots the average among the monitoring stations shown

in Fig. 1. The median values are close to the average values (not

shown).
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months of May, July, and September. Ozone exposures

during June of 1999 and 2001 were similar and August

was the only month in which exposure was higher in

2001 than in 1999.

To illustrate that the differences in ozone levels were

related to the meteorological patterns, monthly averaged
850-hPa geopotential heights and winds based on the

National Center for Environmental Prediction’s

(NCEP) AVN model 00 UTC and 12 UTC analyses

are shown in Fig. 3 along with the 20-year mean for

May. The climatological mean field (Fig. 3a) has a high-

pressure system over the southeastern US and westerly

flow over the Great Lakes region. These synoptic

meteorological conditions have been shown (Vukovich,

1987, 1995) to be favorable for ozone formation in the

eastern US. The 20-year means for the other months

were similar to May, except for slight differences in the

center of the high-pressure system.

During May of 1999 the ridge of high pressure was

centered over the Appalachian Mountains, while the

ridge extended into eastern Canada with a trough of low

pressure just west of the Great Lakes during May of

2001 (Fig. 3b). The synoptic conditions during both

May of 1999 and 2001 produced mean southwesterly

flow over the Great Lakes; however, the trough west of

the Great Lakes during May of 2001 indicates that more

cold fronts passed through the region that transported

polluted air to the east and reduced ozone exposure

when compared to May of 1999 (Fig. 2). The mean

synoptic patterns during June of 1999 and 2001 (Fig. 3c)

were nearly identical, consistent with the observed ozone

exposure that also was similar for those two years. While

the synoptic flow pattern during July 1999 was similar to

the 20-year mean, northwesterly flow over the eastern

US frequently occurred during 2001 (Fig. 3d). The

northwesterly flow transported air with lower ozone

concentrations from Canada into the Great Lake region,

producing lower ozone exposure during 2001 than 1999.

The situation reversed in August (Fig. 3e) so that more

northwesterly flow and lower ozone exposures occurred

during 1999. During September of 2001, the mean

synoptic conditions departed significantly from the

20-year mean conditions with frequent periods of

northerly flow that resulted in few air pollution episodes

with ozone exceeding 80 ppb in the Great Lakes region

(Fig. 3f). The synoptic conditions of westerly flow

during 1999 were still favorable for ozone production.

As will be discussed later, the variations in the

meteorological conditions and the contrasting synoptic

conditions between 1999 and 2001 were useful in

illustrating the potential impact of emission scenarios

on ozone concentrations in the region.
3. Model description

3.1. Domain

Two nested grids were employed by PEGASUS: an

outer domain that included most of eastern North

America with a grid spacing of 36 km and an inner

domain as shown in Fig. 1 that encompassed the western
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Fig. 3. The monthly mean 850-hPa geopotential heights and winds including the (a) 20-year mean for May between 1980 and 2000 and

the means for (b) May, (c) June, (d) July), (e) August, and (f) September for 1999 and 2001.
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Great Lakes region with a grid spacing of 12 km. Fifty

grid points were used for the vertical coordinate, with a

grid spacing of 25m adjacent to the surface that
gradually increased to 750m near the model top at

20 km. Due to the staggered vertical coordinate, the first

grid point was 12.5m AGL.
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3.2. Initial and boundary conditions

The initial and lateral boundary conditions for the

meteorological simulations were based on the NCEP

AVN model analyses at 6-h intervals. To limit forecast

errors in the synoptic conditions over the five-month

simulation period, four-dimensional data assimilation

was applied that nudged the simulated winds, tempera-

ture, and humidity towards the AVN model analyses

(Fast, 1995). Lake temperatures on the inner nested

grid varied linearly in time based on the NOAA Great

Lakes Environmental Research Laboratory daily 3-km

analyses derived from satellite data (Schwab et al.,

1992).

Hourly fields of the horizontal and vertical winds,

temperature, humidity, eddy diffusivity, cloud para-

meters, and surface properties from the mesoscale model

were used to drive the chemical transport model. The

chemical transport model employs the same eddy

exchange coefficients determined from the mesoscale

model’s predicted turbulence kinetic energy (Mellor and

Yamada, 1982; Helfand and Labraga, 1988) so that

treatment of vertical mixing is consistent in both models.

Cumulus and microphysics parameterizations in the

mesoscale model were employed to predict clouds and

precipitation on both grids and the predicted cloud

parameters influenced photolysis rates and large-scale

vertical mixing of trace gases.

The initial and boundary conditions for ozone on the

outer grid in the upper troposphere and lower strato-

sphere were based on predicted potential vorticity

(Danielsen et al., 1987) to represent large-scale strato-

sphere–troposphere exchange processes. Ozone in the

lower troposphere was set to 30 ppb and the values

in middle troposphere varied linearly between 30 ppb

and the values obtained in the upper troposphere.

Initial and boundary conditions for the other trace gas

species on the outer grid were set to constant back-

ground values as in Fast et al. (2002). The chemical

transport model employs one-way nesting so that

ozone and ozone precursors produced over the outer

grid were used as time varying boundary conditions on

the inner grid.

3.3. Emission rates

Hourly emission rates of 15 trace gases over the US

and southern Canada were obtained from the Sparse

Matrix Operator Kernel Emissions (SMOKE) model

(Houyoux et al., 2000) and based on the 1995 ozone

transport assessment group (OTAG) inventory. The

SMOKE emission rates and plume rise were generated

off-line over the eastern US and southern Canada on a

4-km grid using the simulated meteorological conditions

from the outer domain of the mesoscale model. The

emission rates were then aggregated to the 36 and 12-km
grid cells used by the two domains. The highest emission

rates occurred over urban areas; however, a few point

sources with high emission rates were located along the

shores of Lake Superior and Lake Huron. Over north-

ern Canada, emission rates were obtained from the

EDGAR global inventory (Olivier and Berdowski,

2001). A parameterization described by Guenther et al.

(1993) and the predicted meteorological conditions from

both domains were used to generate isoprene emission

rates.

3.4. Types of simulations

Two sets of simulations were performed: ‘‘control

simulations’’ and ‘‘emission scenario simulations’’. The

control simulations were designed to reproduce, as best

as possible, the evolution of the observed spatial

distribution and magnitude of ozone in the Great Lakes

region throughout the 1999 and 2001 summer seasons.

Predicted ozone exposure was evaluated with the

available observations (Fig. 1). As will be shown later,

the simulated diurnal and multi-day variations in ozone

as well as the monthly and seasonal ozone exposure were

usually consistent with the available measurements.

Most of the ozone monitors are located in the vicinity

of urban areas (Fig. 1); however, a number of monitors

are located in the remote forested regions surrounding

the Great Lakes.

The emission scenario simulations were identical

to the control simulations, except that the NOx

and VOC anthropogenic emission rates were increased

by a constant factor over the entire domain for

both surface and point sources. NOx and VOC emission

rates were increased by a factor of 1.25 and 1.08,

respectively, for emission scenario ‘A’ and by a factor of

1.35 and 1.25, respectively, for emission scenario ‘B’.

Emission scenarios ‘A’ and ‘B’ were based on the overall

estimated emission increases in developed countries for

2020 and 2040, respectively, as described in the

Intergovernmental Panel on Climate Change (IPCC)

Special Report on Emissions Scenarios (SRES) B2

marker scenario (IPCC, 2000). The IPCC estimates do

not account for local and regional variations in emission

changes as well. Projections of anthropogenic trace gas

emissions have large uncertainties that depend on

assumptions of population, economic development,

land-use patterns, and technology. In fact, US EPA

(2004) report recent declines in NOx and VOC emission

rates of �17% between 1997 and 2002 and the emission

rates for 2020 that were lower than the 1996 National

Emission Trends database in the modeling study of

Tao et al. (2003) because of the assumed adherence

to strict state implementation plans. Therefore, the

ozone predictions from emission scenario simulations

‘A’ and ‘B’ result from hypothetical, but plausible,

increases in ozone precursors.
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4. Results

We first present a comparison of the observed and

simulated meteorology and ozone during the summers

of 1999 and 2001 from the control simulations. Then,

the effects of higher anthropogenic emission rates

estimated for emission scenarios ‘A’ and ‘B’ on ozone

exposure in the Great Lakes region are quantified.

4.1. Meteorological evaluation

The simulated winds, temperatures, and humidity

from the mesoscale model have been compared with

hourly surface meteorological stations and twice-daily

upper air soundings at 00 at 12 UTC. The simulated

winds followed the observed synoptic patterns during

the five-month period (not shown) as expected because

the model employed four-dimensional data assimilation.

An example of the observed and simulated wind

speed, direction, and temperature at Lansing Michigan

for July 1999 is shown in Fig. 4. The model reproduced

the magnitude and multi-day variation of maximum

surface temperature well, but the diurnal temperature

range was too low. The simulated nighttime minimum

temperatures were 1 1C–3 1C too high. Since the first grid

point was 12.5m AGL and the observations were at 2m

AGL, stratification within the nocturnal boundary layer

would account for part of the differences between the

observed and simulated nighttime temperatures. The

predicted wind speeds and directions were similar to the

observations with a correlation coefficient of 0.74 and

0.65, respectively.
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Fig. 4. Time series of observed (dots) and predicted (line) near-

surface wind speed, direction, and temperature at Lansing,

Michigan for July 1999.
Statistics that quantify the performance of the

simulated surface temperature, wind speed, and direc-

tion are given in Table 1 for the stations shown in Fig. 1.

Performance statistics include the bias, the root-mean-

square difference, RMSD, and the index of agreement,

IA, defined by

bias ¼
1

N

XN

i¼1

pi � oi, (3)

RMSD ¼
1

N

XN

i¼1

ðpi � oiÞ
2

" #1=2

, (4)

IA ¼

PN
i�1ðpi � oiÞ

2PN
i�1ðjpi � ōj þ joi � ōjÞ2

, (5)

where pi and oi are the simulated and observed values, N

is the total number of hourly measurements, and the

overbar denotes a monthly average. An index of

agreement of 1 indicates perfect agreement between the

observed and predicted variables and 0 indicates no

agreement at all (Willmott, 1982). The standard devia-

tion of bias, RMSD, and IA also are included in Table 1

to describe the variation of the performance statistics

among the measurement locations.

The monthly index of agreement was greater than

0.87, 0.72, 0.67, and 0.76 for temperature, relative

humidity, speed, and direction, respectively, indicating

that the mesoscale model produced much of the

observed variations during the five-month period. Most

of the positive bias in temperature results resulted from

higher than observed predicted nighttime temperatures,

as shown in Fig. 4. The warm bias also contributed to

the negative bias in predicted relative humidity. While

there was little bias in the wind speed, wind directions

differed from the observations by 71–141 on average.

The winds aloft were evaluated by comparing the

simulated results with the 00 and 12 UTC rawinsonde

winds that were not directly employed by data assimila-

tion in PEGASUS but were indirectly employed through

the AVN analyses. Time series of wind speed, direction,

temperature, and relative humidity at the rawinsonde

sites showed that the model predicted well the observed

trends in temperature, humidity, speed, and direction

throughout the five-month period (not shown).

The bias in the wind speed, direction, temperature,

and relative humidity within 3.5 km of the ground for

the Alpena, Michigan rawinsonde during the summer of

1999 are shown in Fig. 5. On average, the model winds

were slightly lower than observed, except near the

surface where the simulated wind speed was 1.8m s�1

too low, consistent with the comparison with the surface

observations (Fig. 4). The bias in the wind directions

was usually less than 51. Some of the wind direction

errors were associated with timing errors in the
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Table 1

Performance statistics for predicted surface meteorology using the stations denoted in Fig. 1

Statistic May Jun. Jul. Aug. Sept.

Temperature: average IA 0.93 0.92 0.89 0.87 0.94

Temperature: sAI 0.04 0.05 0.07 0.07 0.04

Temperature: average RMSD 3.3 3.3 3.4 3.0 3.1

Temperature: sRMSD 0.52 0.47 0.63 0.60 0.53

Temperature: Average bias 2.3 1.5 1.4 1.4 1.2

Temperature: sbias 0.58 0.72 1.05 0.85 0.60

Relative humidity: Average IA 0.85 0.84 0.78 0.72 0.80

Relative humidity: sAI 0.10 0.13 0.17 0.16 0.14

Relative humidity: Average RMSD 18.7 18.6 21.2 20.8 19.4

Relative humidity: sRMSD 2.9 3.0 5.1 4.8 2.7

Relative humidity: Average bias �13.2 �12.1 �15.0 �15.4 �13.3

Relative humidity: sbias 3.7 4.0 5.7 5.7 3.3

Wind speed: Average IA 0.81 0.66 0.69 0.67 0.71

Wind speed: sAI 0.05 0.14 0.17 0.24 0.17

Wind speed: Average RMSD 12 1.4 1.4 1.6 1.2

Wind speed: sRMSD 0.20 0.58 0.50 1.26 0.54

Wind speed: Average bias 0.1 �0.1 �0.1 �0.1 0.1

Wind speed: sbias 0.35 0.25 0.27 0.33 0.31

Wind direction: Average IA 0.86 0.76 0.79 0.79 0.76

Wind direction: sAI 0.06 0.07 0.05 0.05 0.05

Wind direction: Average RMSD 62.5 82.4 68.9 93.9 84.0

Wind direction: sRMSD 17.0 17.0 15.5 11.3 14.2

Wind direction: Average bias 2.0 7.9 8.2 7.0 3.4

Wind direction: sbias 6.9 11.3 11.6 11.3 14.2

The statistics in Table 1 are first computed for individual stations and then averaged among all the sites.
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Fig. 5. Bias (circles) and standard deviation (lines) of wind speed, direction, temperature, and relative humidity at Alpena, Michigan

between May and September 1999.
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propagation of synoptic systems, such as the passage of

a cold front, of a few hours or less. At elevations usually

within the afternoon convective boundary layer, tem-

peratures were �2 1C too warm and relative humidity

was too low by 7% In the free troposphere, the mean

temperature and relative humidity biases were close to

zero. The overall errors for the other rawinsonde

stations for 1999 and 2001 were similar to those shown

in Fig. 5.
Cloudiness and precipitation are the parameters

with the largest uncertainty in mesoscale models. A

qualitative agreement was found between the simulated

spatial cloud distribution and satellite images of the

observed cloud distribution (not shown), especially

when fronts were moving through the region. However,

the amount of cloudiness was significantly different than

observed on some days and at specific locations as

expected.
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4.2. Ozone evaluation

Since the mesoscale model reproduced the main

features of the observed winds and boundary layer

evolution, the chemical transport model is expected to

provide a reasonable estimate of regional-scale produc-

tion and transport of pollutants during the two five-

month periods. The near-surface warm bias, however,

may lead to an over-estimate in the biogenic ozone

precursor emission rates on some days. An example of

the observed and predicted spatial variations in ozone

is shown in Fig. 6 for a high ozone episode on 23 June

1999.
10 20 30 40 50 60

(a) (

(c) (

Fig. 6. Observed (circles) and predicted (contours) surface ozone dur

UTC 23 June, (c) 00 UTC 24 June, and (d) 10 UTC 24 June 1999.
Ozone mixing ratios exceeded 80 ppb in the morning

at 16 UTC over much of Michigan (Fig. 6a) as a result

of ozone produced the previous day that remained aloft

during the night and was entrained into the convective

boundary layer (not shown). Ozone mixing ratios

increased to 90–100 ppb during the afternoon by 20

UTC over many parts of Michigan, Indiana, Ohio and

southern Ontario (Fig. 6b). Higher ozone mixing ratios

between 110 and 120 ppb were present over parts of the

lakes during the afternoon because the shallow stable

boundary layer limited the vertical mixing of ozone and

ozone precursors (Fast and Heilman, 2003). The higher

ozone concentrations over the lake surfaces were
70 80 90 100 110 120 ppb

b)

d)

ing a typical high ozone episode at (a) 16 UTC 23 June, (b) 20
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consistent with measurements made on a ferry that

crossed central Lake Michigan several times a day

(Fig. 6b and c). Southerly winds transported ozone

produced by anthropogenic emissions in the southern

Great Lakes into the forested regions of the upper

peninsula of Michigan and Ontario (Fig. 6c) just before

sunset (00 UTC. Southerly flow continued to transport

the ozone plumes into Canada during the night (Fig. 6d).

While ozone mixing ratios decreased to less than 40ppb

in the vicinity of the highest precursor emission rates,

ozone mixing ratios were still high during the evening at

10 UTC over northern Michigan and Ontario.

Time series of predicted ozone over the summer

periods were compared with the available surface

monitoring data. An example of the observed and

predicted ozone at five sites is shown in Fig. 7 for June

of 1999. The model qualitatively reproduced the diurnal

and multi-day variation in ozone at northern sites (A

and B) and southern sites (D and E) located far from

and close to areas of high anthropogenic emission rates,

respectively. For the southern sites, the observed and

simulated ozone shows strong diurnal variation with

afternoon ozone mixing ratios often exceeding 80 ppb

and nighttime mixing ratios dropping to near zero as a

result of nitrogen oxide titration. At the northern sites,

the observed and simulated diurnal variation in ozone

was much less. Afternoon peak values were lower

because dispersion lowered the concentrations as
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Fig. 7. Observed (dots) and predicted (line) ozone at 5 sites during Ju

the monitoring sites.
pollutant plumes were transported northward and the

lower anthropogenic emission rates would lead to lower

local ozone production. At night, the lower anthro-

pogenic emissions also would reduce the amount of

nitrogen oxide titration. Observed and simulated ozone

concentrations over central Lake Michigan at site C,

were higher than those over land (such as site D) on

many days because of the shallow boundary layer that

reduced vertical mixing and enhanced photochemical

production.

There are days in which PEGASUS, as with all air

quality models, over- or under-predicted the afternoon

peak ozone mixing ratios. The observed ozone mixing

ratios, however, usually fall within the range of

predicted ozone within three grid cells around the

observation location, as indicated by the gray shading

in Fig. 7. The range of surrounding predicted ozone is

useful to examine because a small error in the wind

speed can lead to transport errors equivalent to a few

grid cells over several hours. The differences between the

observed and simulated ozone for the other months and

for other stations are similar to those in Fig. 7.

Statistics summarizing the model performance are

listed in Table 2. The statistics are based on hourly

values that evaluate both daytime and nighttime

performance and employ data with nearly complete

records from 161 and 34 stations in the United States

and Canada, respectively. The monthly ozone mixing
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Table 2

Performance statistics for predicted ozone over the inner nested grid (Fig. 1) using 161 ozone monitoring stations with at least two

weeks of hourly data available per month

Period Average

IA

Standard deviation

of IA

Average

RMSD

Standard deviation

of RMSD

Average

bias

Standard deviation

of bias

May 1999 0.73 0.06 18.3 3.2 �2.2 5.8

June 1999 0.75 0.06 20.4 4.7 �0.4 7.1

July 1999 0.74 0.06 19.6 4.7 �2.3 7.2

August 1999 0.69 0.07 18.9 3.9 2.7 7.4

September 1999 0.78 0.07 19.1 3.6 1.3 7.7

May 2001 0.63 0.08 18.4 3.4 �3.2 9.3

June 2001 0.72 0.06 22.2 4.2 1.2 7.5

July 2001 0.71 0.07 20.8 4.7 �1.0 8.2

August 2001 0.72 0.06 20.9 4.2 5.2 7.7

September 2001 0.68 0.07 18.1 3.2 5.3 7.5

Summer 1999 0.74 0.06 19.3 4.0 �0.9 7.0

Summer 2001 0.69 0.07 20.1 3.9 1.5 8.0

Table 3

Same as Table 2, except for daily maximum ozone

Period Average

IA

Standard deviation

of IA

Average

RMSD

Standard deviation

of RMSD

Average

bias

Standard deviation

of bias

May 1999 0.75 0.08 15.5 3.2 �0.7 6.5

June 1999 0.76 0.09 16.2 4.7 1.4 8.3

July 1999 0.65 0.11 16.7 4.6 1.8 8.5

August 1999 0.62 0.13 16.2 4.6 6.5 8.5

September 1999 0.83 0.09 15.7 4.1 2.9 8.0

May 2001 0.59 0.10 15.5 3.4 �1.5 6.7

June 2001 0.70 0.11 19.7 4.5 5.9 7.4

July 2001 0.68 0.13 17.7 5.5 3.2 8.0

August 2001 0.66 0.10 19.7 5.5 11.4 7.6

September 2001 0.74 0.09 14.9 3.7 7.3 7.5

Summer 1999 0.72 0.10 16.1 4.2 2.4 8.0

Summer 2001 0.67 0.11 17.5 4.5 5.3 7.4
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ratio bias ranged from �3.2 to 5.3 ppb and the monthly

RMSD ranged from 18.1 to 22.2 ppb. The bias over the

summer season was �0.9 ppb during 1999, and the bias

of 1.5 ppb for 2001 was produced primarily from over-

predictions in ozone during August and September. The

agreement between the observed and simulated ozone is

moderate with the monthly values of IA between 0.63

and 0.78.

Because ozone exposure greater than 60 or 80 ppb

usually occurs during the daytime, similar statistics for

the daily maximum ozone mixing ratio are listed in

Table 3. These statistics indicate a slight under-predic-

tion of the peak ozone during May, but the predicted

peak ozone was too high by 1.4–11.4 ppb on average

during the rest of the months. The monthly IA for the

daily maximum ozone was similar to the monthly values

determined from hourly values.
4.3. Ozone exposure

The SUM60 and SUM80 ozone exposure indices

computed between May and September for each year

are shown in Fig. 8. PEGASUS reproduced the overall

spatial distribution and magnitude of ozone exposure.

During 1999, the highest observed and predicted 80-ppb

ozone exposure usually occurred at monitoring stations

located along the eastern shore of Lake Michigan and

south of Lake Erie. The model produced the highest

ozone exposures over the lake surfaces because of the

frequent shallow stable boundary layers and the

proximity of urban precursors sources, such as Chicago,

Milwaukee, and Cleveland. The observed and simulated

SUM60 and SUM80 distributions were similar. Except

for a few point sources, the emission rates of ozone

precursors are low in the remote regions surrounding the



ARTICLE IN PRESS

SUM80, 1999 SUM80, 2001

SUM60, 1999 SUM60, 2001

250
500
1000
5000
10000
15000
20000
25000
30000
35000

ppb h

1000
5000
10000
20000
30000
40000
50000
60000
70000
80000

ppb h

Fig. 8. Observed (dots) and predicted (contours) seasonal ozone exposure for 1999 and 2001. Black dots denote missing data.
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Great Lakes in the northern third of the domain. The

ozone exposure in these areas was produced primarily

by northerly transport of ozone. The simulated ozone

exposure distributions that extended into the upper

peninsula of Michigan and Ontario indicate that north-

erly transport of ozone occurred frequently.

The model also produced lower SUM80 values over

and near the Great Lakes during 2001 than during 1999,

consistent with the observations. There are parts of the

domain, however, where higher concentrations were

predicted in 2001 (e.g. Minnesota, Iowa, and northern

Michigan). While the simulated SUM60 during 2001

was somewhat lower than during 1999, the magnitude

was still higher than observed in the southern portion of

the domain. The overall pattern of the simulated ozone

exposure between the two years was similar, except that

the predicted ozone mixing ratios in the northern Great

Lakes region suggest that the meteorological conditions

during the summer of 2001 were less favorable for the

northerly transport of ozone than during 1999.

A quantitative evaluation of the monthly observed

and simulated ozone exposure is shown in Fig. 9. The
simulated mean ozone exposure at the ozone monitoring

stations was similar to the observed value for most

months, except for August 2001. During that month, the

predicted mean and range ozone exposure was signifi-

cantly higher than observed. Nevertheless, the figure

suggests that the model also reproduced the monthly

variations in ozone exposure in addition to the seasonal

exposure distributions shown in Fig. 8.

4.4. Effect of future anthropogenic emissions

Since the model was able to reproduce the overall

meteorological conditions and ozone distributions dur-

ing the two summer periods, we also used the model to

investigate the effect of projected emission rate scenarios

(IPCC SRES B2 marker scenario (IPCC, 2000)) appro-

priate for years 2020 (emission scenario ‘A’) and 2040

(emission scenario ‘B’) on the overall ozone exposure

when the same 1999 and 2001 meteorology is applied.

The resulting differences in seasonal SUM60 and

SUM80 between the emission scenario ‘A’ and ‘B’ and

control simulations are shown in Figs. 10 and 11,
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respectively. The overall patterns associated with emis-

sion scenarios ‘A’ and ‘B’ are similar, but the difference

plots indicate that the magnitude of the ozone exposure

was higher in emission scenario ‘B’. For the simulation

that employed the meteorological conditions during

1999, the changes in anthropogenic emissions increased

nitrogen oxide titration, that in turn, reduced ozone

levels in the immediate vicinity the large metropolitan

areas of Chicago, Milwaukee, Detroit, and Cleveland.

Higher levels of nitrogen oxide emissions, however, also

increased ozone production downwind of the emission

sources. The increased frequency and duration of high

ozone episodes that were transported to the north and

east had the largest effect on ozone exposure levels over

remote, less populated regions. A significant increase in

SUM80 was predicted over most of Michigan and

downwind over the northern Great Lakes region. The

changes in the SUM60 distribution were similar, except

that there were increases in ozone exposure over the

largely rural agricultural regions of Minnesota, Wiscon-

sin, Illinois, and Indiana.

In contrast to 1999, a modest increase in ozone

exposure was predicted in isolated areas by the
 difference, 2001
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o ‘A’ simulations—control simulations) for 1999 and 2001.
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Fig. 11. Same as Fig. 10, except for emission scenario ‘B’ simulations.
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simulation employing the 2001 meteorological condi-

tions that were less favorable for ozone production.

Most of the increases in ozone exposure were produced

only over the lake surfaces. These results suggest that

changes in future air quality will depend significantly on

the meteorological conditions and predictions of future

air quality will require an understanding of how climate

change can affect average synoptic conditions in the

region.

As demonstrated in Tao et al, (2003), some of the

changes in ozone exposure shown in Figs. 11 and 12 are

likely due to synergistic contributions between anthro-

pogenic emissions and biogenic emissions. This con-

tribution, however, is not quantified in this study.

The spatial variations in ozone exposure were

quantified for six forested regions surrounding the

northern Great Lakes as shown in Fig. 12. Ozone

precursor emissions in these regions were usually much

smaller than in other portions of the domain, except for

several point sources, so ozone mixing ratios greater

than 80 ppb resulted primarily from transport. The

SUM80 ozone exposure was usually small for both 1999

and 2001 in regions 1, 2, and 3 because of the infrequent
occurrence of high ozone concentrations transported

into the region. During periods of southerly or south-

easterly synoptic winds that were favorable for transport

into regions 1, 2, and 3, dilution and chemical

destruction processes decreased ozone mixing ratios to

less than 80 ppb as the pollutant plumes were trans-

ported northward. The meteorological conditions dur-

ing both 1999 and 2001 that produced frequent

southwesterly flow often transported ozone mixing

ratios exceeding 80 ppb into regions 4, 5, and 6. As

indicated by the low SUM80 values, transport of high

ozone concentrations did not occur every month. The

monthly variations of SUM60 were similar to those for

SUM80, and the values for regions 4, 5, and 6 were

significantly higher than for regions 1, 2, and 3. Ozone

mixing ratios occasionally exceeded 60 ppb around Lake

Superior during a number of months for both 1999 and

2001.

The monthly differences in SUM80 and SUM60

between the control and emission scenario ‘B’ simula-

tions are shown in Fig. 12 as well. The higher

anthropogenic emission rates produced a small increase

in ozone exposure for the meteorological conditions of
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1999 at a few grid cells within regions 1, 2, and 3, but the

average ozone exposure averaged over the region was

nearly the same for the two simulations. However,

within regions 4, 5 and 6 monthly SUM80 during 1999

increased by as much as 2000 ppb h. Average monthly

ozone exposure from the emission scenario simulation
usually was 25–50% higher than the control simulation,

although larger increases occurred at specific grid cells

and for months in which the exposure was close to zero

in the control simulation. For the meteorological

conditions during 2001, SUM80 from the control and

emission scenario simulations were usually the same for
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regions 1, 2, and 3 and small increases in SUM80 were

predicted only during a few months for regions 4, 5, and

6. Monthly SUM60 from the emission scenario simula-

tion was higher than the control simulation for nearly

every month of 1999 and 2001. Increases in SUM60

varied more month by month than did the increases of

SUM80. The largest increase in SUM60 occurred for

August of 1999 in which average ozone exposure over

regions 4, 5, and 6 doubled. As with SUM80, the

increases in SUM60 occurred only during a few months

for the meteorological conditions during 2001.
5. Summary

A coupled meteorological and chemical modeling

system was used to simulate the evolution of ozone over

the Great Lakes region between May and September of

1999 and 2001. The summer of 1999 was favorable for

ozone production, while the summer of 2001 was less

favorable because of increased frequency of north-

westerly winds that transported ozone and ozone

precursors out of the region. The overall temporal and

spatial variations in hourly ozone concentrations and

ozone exposure from the control simulation agreed

reasonably well with the observations at most locations

for both summers. The average bias, RMSD, and IA

was �0.5 (1.5), 19.4 (20.1), and 0.74 (0.69) for the

summer of 1999 (2001), respectively. The simulated

ozone exposure was higher during the summer of 1999

than during 2001, similar to the observations, indicating

that the model could be used to examine the sensitivity

of ozone predictions to anthropogenic trace gas emission

rates. Additional simulations were performed that

increased anthropogenic emissions of NOx and VOCs

based on the IPCC SRES B2 scenarios for the years

2020 and 2040. In emission scenario ‘A’, NOx and

VOCs were increased by a factor of 1.25 and 1.08,

respectively, while for emission scenario ‘B’ they were

increased by a factor of 1.35 and 1.25, respectively.

The emission scenario simulations applied to the 1999

meteorology produced increases in ozone exceeding

80 ppb over the lower peninsula of Michigan, the eastern

half of the upper peninsula of Michigan, and over

Ontario just north of Lake Superior and Lake Huron.

Despite the increase in anthropogenic emissions, in-

creases in SUM80 only occurred over the lake surfaces

and in central Michigan when the 2001 meteorology was

applied. For both meteorological scenarios, increases in

anthropogenic emissions decreased ozone exposure in

the immediate vicinity of the largest metropolitan areas,

such as Milwaukee, Chicago, Detroit, and Cleveland, as

a result of NO titration. While the spatial distribution of

the increases in SUM60 for the 1999 meteorology was

similar to those of SUM80, relatively large increases also

were produced over agricultural regions in the southern
half of the model domain. As with SUM80, the increases

in SUM60 for the 2001 meteorology were relatively

small.

The simulated ozone from this study will be used in

the near future as input to biological models to assess

the potential response of ozone-sensitive tree species to

current and future ozone levels in the Great Lakes

region. An important factor in predicting future air

quality is the magnitude and spatial distribution of

projected emission rates. Projections of anthropogenic

emissions rates of ozone precursors are highly uncertain

because they depend on assumptions of population,

economic development, land-use patterns, and technol-

ogy. Therefore, the effect of increased anthropogenic

emission rates on ozone levels and the spatial distribu-

tion of ozone in the Great Lakes region could be much

larger or smaller than indicated by this study.

Research on the complex linkages between changes in

climate, increases in anthropogenic emissions, landscape

change, and regional air quality has just begun. This

study demonstrates that for certain meteorological

situations, ozone levels outside of urban areas remain

the same or decrease despite significantly higher

anthropogenic emission rates. Higher ozone levels out-

side of urban areas occurred for meteorological condi-

tions that were already favorable for ozone production,

such as high-pressure systems with clear skies, warm

temperatures, and northerly transport. Therefore, ozone

levels that impact human and vegetation health in the

Great Lakes region will depend on the interaction of

changes in anthropogenic emissions, and the frequency

and persistence of high-pressure systems predicted by

climate models. The results of this study also demon-

strate that the predicted effectiveness of emission control

strategies will be dependent on the meteorological

conditions used for modeling the impact of such

strategies.
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