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[ I ]  A new meteorological-chemical model is used to determine the relative contribution 
of regional-scale transport and local photochemical production on air quality over 
Philadelphia. The model performance is evaluated using surface and airborne 
meteorological and chemical measurements made during a 30-day period in July and 
August of  1999 as part of the Northeast Oxidant and Particulate Study (NE-OPS). Good 
agreement between the simulations and observations was obtained. The bias in the vicinity 
of Philadelpl~ia over the simulation period was -5.8 ppb for the peak ozone mixing 
ratio during the day and 2.0 ppb for the minimum ozone mixing ratio at night. Layers of 
ozone above the convective boundary layer were measured by both research aircraft 
and ozonesondes during the morning between 0900 and 1100 LT. The model demonstrates 
that upwind vertical mixing processes the previous afternoon, subsequent horizontal 
transport aloft, and depletion of ozone by NO titration within the stable boundary layer at 
night lead to the development of these layers. Ozone aloft was then entrained into the 
growing convective boundary, contributing to surface ozone concentrations. Through a 
series of sensitivity studies, we find that most of the ozone is the result of emissions in the 
vicinity of Philadelphia and Chesapeake Bay area, but up to 30-40% of the ozone during 
high ozone episodes was due to transport from upwind sources. Local emissions and 
meteorological conditions were largely responsible for one high ozone episode because of 
light winds. IhDEX TERMS: 0345 Atmospheric Composition and Structure: Pollution-urban and 
regional (0305): 3307 Meteorology and Atmospheric Dynamics: Boundary layer processes; 3337 Meteorology 
and Atmospheric Dynamics: Numerical modeling and data assimilation; KEYK'ORDS: boundary layer, 
regional-scale transport, mesoscale meteorological model, chemical transport model 

1. Introduction [3] Most studies on the relationship of ozone and trans- 

[l] A stumbling block in understanding the processes 
contributing to high ozone events is the lack of routine trace 
gas observations aloft that provide evidence relevant to 
regional-scale transport. This is of special concern in the 
northeastern United States where it is thought that ozone 
formed from upwind sources contributes to local high ozone 
episodes [Hidy, 2000; Solon?or? et al., 20001. Local and 
regional transport of pollutants from one city to the next can 
occur frequently because of the proximity of the metropol- 
itan areas along the coast. In addition, meteorological 
conditions in the summer are often favorable for transport 
from more distant sources located in the midwest and south. 
The role of transport on downwind ozone concentrations is 
also complicated by the fact that the chemistry connecting 
primary precursor pollutants such as NO, (NO NO2) and 
volatile organic carbon compounds to secondary pollutants 
such as ozone is extremely coinplex [e.g., Fiizla>%.~oiz-Pitt's 
and Pitts, 2000; Sillnzarz, 19991. 
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port over the eastern United States have been performed 
using indirect evidence from meteorological analyses. Sev- 
eral techniq~~es have been employed, such as trajectory 
clustering [e.g., Br-ankov et al., 19981 and climatological 
analyses that determine the primary transport patterns asso- 
ciated with high ozone episodes [e.g., SchichteI crrzd Husar. 
200 1 ; Mrkovich, 1 9951. Three-dimensional prognostic mod- 
els have been used in conjunction with meteorological data 
to examine mesoscale transport processes, silch as the 
Appalachian lee trough [Seanzatz and lWichel.son, 20001, 
that can affect ozone distribiitions in the northeastern United 
States. Other studies have estimated the export of ozone 
from specific urban areas that will subsequently affect 
downwind niral and urban areas [e.g., Dzincan and Clia- 
meicles, 1998; Hid)? 20001. 

[31 Several field campaigns have been conducted along 
the east-coast urban corridor, such as the Sorth American 
Research Strategy for Tropospheric Ozone (XARSTO) 
Xortheast field campaigns in the su~niners of 1995 and 
1996 [Solomon et al., 20001, to measure trace gas species 
aloft and provide episodic obsewations of air pollutant 
transport. Research aircraft ha\ e measiired ozone and other 
pollutants within urban pl~imes oker the northeastern United 
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Figure 1. Locations of the Baxter (B), Centerton (C), and West Chester (W) instnimentation sites 
during NE-OPS. Operational radar wind profiler measurements were available from the Fort Meade (F) 
and Rutgers University (R) sites. Two flight paths of the G-1 aircraft are shown to illustrate the horizontal 
extent of chemical measurements aloft (black line denotes "regional" and shaded line denotes "regional- 
to-local" as listed in Table 1). 

States [Berkotvitz et al., 1998; Kleiizman et al., 2000; Van 
Vulir? et ul., 1994; Zhang and Rao, 19991 and in many other 
locations in North America [e.g., Bunta et a/., 1998; 
1WcKendly et al., 19971. During the morning, ozone con- 
centrations aloft are sometimes significantly higher than 
observed by surface ozone monitoring stations. These ozone 
layers contribute to surface concentrations when they are 
entrained into the growing conk ective boundary layer [e.g., 
Fast et al., 2000; iilfcElt*o~+ and Sr~ifh, 1993; ATeu et ul., 
19941. 

[s] More recently, the 1999 Northeast Oxidant and Par- 
ticulate Study (NE-OPS) was conducted during July and 
August in the vicinity of Philadelphia. The purpose of the 
field campaign was to investigate the conditions leading to 
high ozone and particulate concentrations in the urban 
environment. deternine the contributions from local and 
distant sources, and examine the role of meteorological 
properties on the build~ip and distrib~~tion of pollutants ocer 
urban and regional scales. Some of the lneasurements have 
been described by Clark et al. E20017, Doddl-idge [2000], 

and Philbrick et al. [2000]. The surface and upper-air 
observations provide valuable information that can be used 
to evaluate the performance of meteorological and chemical 
models in simulating transport of pollutants. For example, 
wind profiler data have been used to investigate the effect of 
boundary layer parameterizations on the evolution of low- 
level jets [Zhcti~g et al., 20011 and ozone [Ku et al., 200 1 1 
observed on f o ~ ~ r  consecutive days of July 1999. 

[rt] Few modeling studies, however, have quantified the 
relative contrib~ttions of upwind sources on ozone concen- 
trations in the northeast [Hidj: 20001. In this paper, we 
discuss instrumentation deployed during the 1999 NE-OPS 
field campaign in section 2.1 not reported previously. Some 
of the obseniations are shown in section 2.2 to illustrate 
periods where ozone was transported into the PhiIadelphia 
area and describe the principal boundary layer features 
relevant to entrainment of ozone into the convective boun- 
dary layer. We also describe a new meteorological and 
chemical model in section 3 that is employed to investigate 
the relative role of local and regional-scale processes that 
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Table 1. List of Flight Times and Flight Paths of G-1 Aircraft 
During 1999 NE-OPS Field Campaign" 

Fllght Date T~me, LT Type of Fllght Path 

1 23 July 1447- 1602 local 
'7 A. 25 July 0933 - 1059 local 
3 26 July 1340-1623 regional 
4 27 July 0933- 1207 local 
5 27 July 1340- 1558 local-to-reglonal 
6 29 July 1338- 1624 reglorla1 
7 30 July 1334- 3 608 local-to-reg~onal 
8 31 July 0940- 1 1  59 local 
9 3 1 July 1339- 1602 local-to-regional 
10 1 August 0934- 11  52 local 
I 1  1 August 1340- 1528 local-to-reglonal 
12 3 August 1331 1559 regional 
13 4 Auguht 1 347 - 1 605 local-to-regional 
14 5 August 0937- 1203 local 
15 5 August 1351-1527 local 
16 7 August 0933-1157 local 
17 7 August 1339- 1541 local-to-reglonal 
18 10 August 0935 - 1135 local 
19 10 August 1341-1548 local-to-regional 
20 1 1  August 0952- 1140 local 

"Typ~cal "regional" and "'local-to-regional" fllght paths are shown in 
Flgure 1. A "local" fllght path usually cons~sts of one transect around 
Plllladelphia and one or more horizontal transects northeast of Philadelphia. 

affect multiple high ozone episodes over a 30-day period. 
The results of the model are presented in section 4, and the 
impacts o f  model assumptions on the simulation results are 
discussed in section 5. In a subsequent paper we will extend 
our analysis to resolve small-scale processes and emissions 
using a 4-km grid that encompasses the east-coast urban 
corridor between Washington, D. C., and New York City. 

2. Field Campaign Measurements 
2.1. Instrumentation 

[71 Researchers fioin the U.S. Department of Energy's 
(DOE) Argonne National Laboratory (ANL). Brookhaven 

transects around Philadelphia (the gray line in Figure 1) or 
"local5' variations that consisted of one transect around 
Philadelphia and transects to the northeast of the city. The 
University of Maryland also operated a small research 
aircraft on 30 and 31 July and 1 August [Doddridge, 
20001 d~lring the G- 1 operational period. 

[9] The locations of the meas~ireinent sites used for 
boundary layer profiling are also shown in Figiire 1. Three 
91 5 MHz radar wind profilers were located at sites denoted 
by B, C, and W. Site B (Baxter) was located in the urban 
area along the Delatvare River approximately 18 km north- 
east of downtoun Philadelphia. Site C (Centerton) was 
located in a rural area about 50 km south of site B. Site \xi' 
(West Chester) was located in a suburban area on the 
campus of West Chester University, about 35 km west of 
site B. Sites C and W were chosen to bracket the expected 
path of the urban plumes transported oker Philadelphia by 
southwesterly flow associated with a Bermuda high. Each 
profiler was configured to operate in two modes, a high 
resolution one with 60-m range gates and a lower resolution 
inode with 100-m range gates. Good data recovery was 
obtained to altitudes of over 3 km at each of the profilers. 
Each profiler was also equipped with a radio acoustic 
sounding system to obtain-v&lal temperature profiles to 
altit~tdes of about 1 km. Hourly wind speeds and directions 
were obtained at sites C and W between 23 July and I1 
August while data were obtained throughout July and 
August at site B. At site C, a sodar also provided wind 
measurements at a resolution of 5 in to heights of approx- 
imately 130 tn. Two operational radar wind prof3ers at 
sites F (Foi-t Meade) and R (Rutgers University) provided 
additional wind profiles along the mid-Atlantic coast. 

[lo] At two of the radar profiler sites (B and C), radio- 
sondes were released five times per day on days d~lring 
which the G-l aircraft was making measurements. The 
release times were 0800, 1000, 1200, 1400, and 1700 LT 
(1200, 1400, 1600, 1800, and 2100 UTC). The sondes 
measured wet and dry bulb temperatures and pressure. A 

National Laboratory (BNL), and Pacific Northwest National single sonde la~lnch was generally performed on other days 
Laboratory (PNNL) participated in the NE-OPS field cam- at 1700 LT to obtain a measurement of the depth of the late 
paign between 23 July and 11 August 1999. During the afternoon mixed layer. The height of the mixed layer often 
1999 experiment, the normally available surface meteoro- reached 3 km. These mixed layers were deeper than 
logical measurements were supplemented with additional expected, probably due to the dry conditions during the 
data collected from an array of radar wind profilers, a sodar. summer of 1999. Some spatial variations in the mixing layer 
and radiosondes. Additional chemical ineasi~rements were depth were also observed when comparing the potential 
obtained from routine surface monitoring stations and from temperature profiles from sites B and C .  There were a few 
the DOE'S Gulfstream- 1 (G- 1) aircraft. days in which the mixed layer depth was higher over the 

[n] Twenty flights were made by the G-l aircraft on 14 urban area; however, there were no systemat~c differences 
days during the field campaign to obtain ozone, CO, NO, between sites B and C. At site B, Rilillersville University 
SO, (defined as NO, + NO, where NO, represents all NO, ~lsed a tethersonde to obtain more frequent profiles of 
oxidation products, for example, HU03, HONO, NO3 temperature, humidity, wind, and ozone within 300 m of 
radical, &Oj, PAN, etc.), and partic~ilate data alofi. The the ground on sekeral days [Clark et al., 20011, and 
primary objective of the G-l flights was to characterize the Pennsylvania State University operated a Ratnan lidar to 
chemistry near the source of local emissions and to sample obtain humidity profiles up to 6 km [Phillv-ick et al., 20001. 
the same parcels of air as they were transported downwind. [I 11 PNNL la~~nched one EN-SCI Corporation electro- 
A morning (between 0900 and 1200 LT) and an afternoon chemical concentration cell (ECC) ozonesonde [Komi~jfr-, 
(between 1300 and 1600 LT) flight were made on six of 1969; I;;otlzi?j2~.r' et al., 19951 per day between 2 and I I 
these days. Typical flight paths are shown in Figure 1, and a August from site B. Most of the ozonesondes were released 
list of flight times is given in Table 1. Three different flight in the morning between 1000 and 1100 LT as indicated by 
paths were completed. An outer "regional" flight path (the the list of launch times given in Table 2. While the objective 
black line in Figure 1) was made on 3 days. The flights on was to s~lpplenlent aircraft measilrenlents by obtaining 
the rest of the days consisted of two "local-to-regional" vertical ozone profiles within and above the growing con- 
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Table 2. List of Ozonesonde Launch Times From Baster Site 

Sonde Date Time. LT 

1 2 August l 800 
7 
A 3 August 1400 
3 4 August 1220 
4 5 August 1030 
5 6 Aug~ist 1020 
6 7 August 1000 
7 8 August 1015 

8 9 August 1000 
9 10 August 1000 
10 I I A~lgust 1 000 

vective boundary layer, the ozonesonde measurements also 
extended ~ i p  to an altitude of about 20 km. 

2.2. Observations 
[12] Hourly ~neteorological and ozone meas~lrements at 

the surface were obtained from operational monitoring 
networks. The locations of the U.S. Environmental Protec- 
tion Agency's Aerometric Information Retrieval System 
(AIRS) ozone monitoring stations in the vicinity of Phila- 
delphia are shown in Figure 1. One-minute ozone measure- 
ments were rrlade at site B, and meast~rements of ozone, 
nitrogen oxides, PAN, and particulate matter were made at 
site C [Ll/iarlej~ et uE., 20011. 

[13] Figure 2a depicts hourly averaged ozone measured at 
eight stations within 35 km of site B. Ozone mixing ratios in 
the area met or exceeded the 1-hour National Ambient Air 
Quality Standard (NAAQS) of 120 ppb on 5 days between 
15 July and 14 August. The high ozone episodes were 
usually associated with relatively higher temperat~~res and 
humidities (Figure 2b) and mostly clear skies (Fig~ire 2c). 
Drought conditions were observed in the mid-Atlantic states 
during the summer of 1999 with teinperatures 2 to 3 IS above 
nolmal. Precipitation occurred in Philadelphia only on 3 days 
(19 July and 8 and 14 August) during this 30-day period. 

[13] While the obsen ations in Figures 2b and 2c suggest I 
that local ineteorological conditions were correlated with the I 

# 

developinent of the high ozone episodes, regional-scale 
transport of ozone and ozone precursors may have also 

# 
a 
1 

played a role. Philadelphia is located in a region with a ! 
multitude of inobile and point sources of pollutants. Winds in Z 
the Philadelphia area are generally from the south and west 
du~ing the summer months. Pollutants can be transported 

1 

from other urban areas upwind of Philadelphia along the 
E 

urban east-coast corridor (e.g., Baltimore and Washington, 
I). C.) or from sorrrces in the midwest (e.g., Ohio River 

I 
valley j. I 

[ IS]  There were two periods, 5 and 11 August, during I 
which the upper-air ineteorological and air chemistry meas- 

I I 

urernents indicated that regional-scale transport of ozone 
into Philadelphia likely occurred. While there were other I 

days with higher peak ozone mixing ratios, there were either 
insufficient air chemistry observations aloft or the measure- 
ments made during the morning did not contain distinct I 
layers of ozone just above the growing convective boundary 
layer (CBL). I 

I [I h] Sample meteorological and ozone measurements for I 

the first period on 5 August are shown in Figure 3. The 
potential temperature profiles (Figure 3a) reveal that the 
shallow CBL observed at 0800 LT grew gradually over 
the next 3 hours to a height of 0.75 km. Between 1100 and 
1200 LT, the CBL grew dramatically to 1.75 km, finally 
reaching a maximum height of 2.25 km in the late after- 
noon. The ozonesonde released at 1040 LT measured 
relatively ~mifonn mixing ratios between 40 and 45 ppb 
within the CBL and a layer of ozone aloft just above 
the CBL with peak values around 80 ppb. Also shown in 
Figure 3b are the measurements froin the C-1 aircraft 
between 0937 and 1203 LT. The complicated ozone 
distribution (Figure 3b) is the result of the aircraft flying 
within and above the growing CBL as well the spatial 
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Figure 2. Time series of (a) ozone mixing ratio at monitoring stations within 25 km of site B, (b) 
temperature (thick line) and specific humidity (thin line), and (c) percent stinshine during the YE-OPS 
field campaign. Shaded lines and arrows in Figure 2a indicate G-1 aircraft Right periods and ozonesonde 
launch times. respectibely. Arrows in Figure 2c indicate days with precipitation. 
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Figure 3. Observed (a) potential temperature, (b) ozone. 
and (c) wind profiles at site B and (d) hourly averaged 
surface ozone at monitoring stations within 25 km of site B 
on 5 August. Shading and vertical Iine in Figures 3c and 3d 
indicate G-1 aircraft flight period and ozonesonde la~tnch 
time, respectively. Blue line in Figure 3c is the CBL height 
as determined from the profiles in Fig~tre 3a. A full wind 
barb is 5 rn s- I .  

inhomogeneity of ozone within 40 kin of site B. Never- 
theless, the vertical gradient of the G-1 ozone early in the 
flight (1000- 1100 LT) is similar to the ozonesonde 
profile. One hour later (1 100- 1200 LT) the G- 1 profile 
became more uniform as ozone was entrained into the 

growing CBL. The radar wind profiler (Figure 3c) indi- 
cates that a low-level jet with wind speeds up to 12.5 rn s-' 
at 1 km above ground level (AGL) was present during the 
early morning hours. The high wind speeds imply that the 
ozone layer aloft was transported a substantial distance and 
that it was not a residual layer of ozone produced by local 
emissions the previous afternoon. 

[17] The second period of regional-scale transport is 
sho\+n in Figure 4 for 11 August. On this day, the CBL 
only grew to about 1 km AGL by 1400 LT (Figure 4a). As 
in the previous case, uniform ozone  nixing ratios around 
55 ppb were observed within the CBL at 1000 LT, with a 

292 297 302 307 312 10 30 50 70 90 
potential temperature (K) ozone (ppb) 

20 23 02 05 08 11 14 17 20 
time (EDT) 

Figure 4. Same as Figure 3, except for 11 August. 
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Figure 5. The second grid (.Y = 24 km) employed by the meteorological and chemical rnodel with the 
CO emission rates at 1200 UTC on 15 July. 

relatively deep layer of ozone between 70 and 75 ppb and other periods where regional-scale transport was not 
(Figure 4b) above the CBL. The G-1 flew only one clearly evident from the observations. 
horizontal transect around Pfliladelphia at 500 m AGL, 
but the meas~lrements were consistent with the ozonesonde 
values. A low-level jet was also observed during the early 3. Model Description 
morning (Figure 4c), but in contrast to the 5 August period, 
the winds were southwesterly with higher wind speeds 
observed closer to the surface. 

[IR] At the time of the aircraft and ozonesonde launch, 
surface ozone mixing ratios were increasing as shown in 
Figures 3d and 4d. Considering the higher ozone concen- 
trations aloft it is likely that entrainment processes con- 
tributed to the surface concentrations in addition to 
chemical production; however, the observations are insuf- 
ficient b y  themselves to quantifv the effect of vertical 
mixing. Obsemational evidence of regional-scale transport 
on near-surface ozone concentrations on other days was 
not as obvious as on 5 and 11 August; however, that does 
not mean that regional-scale transport was not significant 
for other high ozone episodes during the NE-OPS field 
campaign. The role of horizontal transport and entrainment 
processes on surface ozone mixing ratios will be inves- 
tigated in the following sections by employing a coupled 
meteorological and chemical model for 5 and 11 August 

[i9] A rnodel is employed to assist in the interpretation of 
the observations and to provide additional insights into the 
processes important to the transport and mixing of ozone in 
the region. In this section we briefly describe a model, the 
PKNL Eulerian Gas and Aerosol Scalable Unified System 
(PEGASUS), that consists of a mesoscale meteorological 
rnodel and a chemical transport model. We then present 
some of the results and discuss their implications. 

3.1. Mesoscale Meteorological Model 
[zo] Version 4.3 of the RAMS mesoscale rnodel [Pielke 

et ul., 19921 was used to s i ~ n ~ ~ l a t e  the meteorological 
conditions between 1200 GTC 15 July and 1200 UTC 
14 August. RAMS employs a two-way interactive nested 
grid structure, and in this study the inodel domain con- 
sisted of two grids. The first grid enco~npassed most of 
eastern North America with a grid spacing of 48 km. The 
second grid, shown in Figure 5 ,  encompassed the north- 
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central and northeastern United States and southern Can- 
ada with a 24-km grid spacing. A terrain-following coor- 
dinate was used with a vertical grid spacing of 25 m 
adjacent to the sirface that gradually increased to 600 m 
near the model top at 20 km. Due to the staggered vertical 
coordinate, the first grid point w-as 12.5 m AGL. 

[.I] The turbulence parameterization consists of a sim- 
plified second-order closure method that employs a level-2 
diagnostic scheme and a level-2.5 scheme with a prognostic 
turbulence kinetic energy eqitation [L%fellor and Yunzad~, 
1982; Herand and Labraga, 19881. Altho~~gh the cumulus 
and cloud microphysics pararneterizations were not acti- 
vated to produce precipitation, condensation of vapor to 
cloud water was simulated. The Cher? and Cotton [I9831 
shortwave and longwave parameterizations that include 
cloud effects were used to determine the heating or cooling 
caused by radiative flux divergences. Turbulent sensible 
heat, latent heat, and ino~nentum fluxes in the surface layer 
were calculated from similarity equations [Louis, 19791. 
Prognostic soil-vegetation relationships were used to calcu- 
late the diurnal variations of temperature and moisture at the 
ground-atmosphere interface where vegetation type was 
based on a U.S. Geological Survey 1-km data set for North 
America. Soil moisture was initialized using values obtained 
from the National Center for Environmental Prediction's 
AVN model. 

[E] Application of a four-dimensional data assimilation 
(4DDA) technique was necessary to limit the forecast errors 
in the meteorological fields over the long simulation period. 
In this study, 4DDA nudged the u- and v-components of the 
wind, the potential temperature, and the humidity in the 
boundary layer and free troposphere into closer agreement 
with the 6-hour analyses from the AVN model. A relaxation 
coefficient of 4.6 x s - '  was used. The special 
meteorological observations made during the field cam- 
paign (Figure 1) were not incorporated by the 4DDA 
procedure so that they coitld be used as a independent data 
set to evaluate the model. 

3.2. Chemical Transport  model 
[zj] The Eulerian chemical transport model used in this 

study is an updated version of the one described by 
Be~*ko~vitz et ul. [ZOO01 and Fast et al. [2000] that includes 
transport, vertical diffusion, chemical productionidestruc- 
tion. dry deposition, and emission terms. The gas-phase 
chemistry in PEGASUS is modeled with the newly devel- 
oped photochemical mechanism CBM-Z [Zuveri arzd 
Peters, 19991 that contains 53 species and 133 reactions. 
CBM-Z employs the lumped-stnlcture approach for con- 
densing organic species and reactions, and is based on the 
widely used Carbon Bond Mechanis~n (CBM-IV) devel- 
oped by Gerj. et ul. [I9891 for use in urban air-shed 
models. CBM-Z extends the original framework to func- 
tion properly at larger spatial scales and longer time 
periods. Our motivation for using CBM-Z. relative to 
other carbon bond (or similar lumped) mechanisms is to 
benefit from its inclusion of reactive long-lived species 
and their interinediates, which may become important 
under conditions of transport at larger spatial scales and 
longer timescales. For example, peroxy radical interactions 
may become important under low NO, conditions. The 
major differences with CBM-IV include revised inorganic 

chemistry, explicit treatment of lesser reactive paraffins 
such as methane and ethane, revised pararneterizations of 
the reactive paraffin. olefin, and aromatic reactions, inclu- 
sion of alkyl and acyl peroxy radical interactions and their 
reactions with the NO3 radical, inclusion of longer-lived 
organic nitrates and hydroperoxides, and refined isoprene 
chemistry. The version of CBM-Z used in this study 
contains an additional lumped species AKOL, which 
represents ethanol and higher alcohols, and its reaction 
with OH to take advantage of ethanol emission rates that 
were available. The numerical aspects of the chemical 
transport model are given in Appendix A. 

[HI The domain for the chemical   nod el coincided with 
the inner grid of RAMS shown in Figure 5. While the 
meteorological grid extended up to 20 km AGL, chemistry 
was simulated up to 6 kin AGL. Hourly meteorological 
fields (u, v, and w components of the wind, temperature, 
humidity, eddy dif'fisivity, fractional area cloitd coverage, 
and surface properties) were obtained from the mesoscale 
model. The initial and lateral boundary conditions for 
ozone were based on climatological profiles and the 
observed ozonesonde profiles during NE-OPS. The ozone- 
sonde values above 3 kin AGL were 10 to 30 ppb larger 
than climatological values so an average of the two was 
used at these elevations. Since the ozonesonde measure- 
ments near the ground are representative only of the local 
environment, the climatological values were used as boun- 
dary conditions near the surface. Ozone varied from 25 ppb 
at the ground to 50 ppb at 5 km AGL. The initial 
conditions for the other trace gas species were assigned 
to low background values, and the concentrations of all 
species were held constant at the boundaries during the 
simulation period. 4 zero-gradient condition was employed 
so that the lateral boundary conditions for ozone and other 
species affect the interior fields when the flow is into the 
domain. 

[?j] Hoitrly emission rates of 14 species were obtained 
froin the Sparse Matrix Operator Kernel Emissions 
(SMOKE) model [Houyozr-x et al., 20001. SMOKE takes 
"raw" emissions data such as source locations, stack 
parameters, speciation profiles, and meteorological condi- 
tions for point, area, mobile and biogenic source categories 
to produce spatially and temporally distributed emissions 
o ~ e r  the continental United States and southern Canada. For 
this study, the en~issions were based on the meteorology 
from the RAMS simulation that varied hourly over the 30- 
day period. The SMOKE emissions were generated off-line 
on a 4-km grid over the eastern United States and Canada, 
itsing Rr?lMS meteorological values froin the inner nested 
grid interpolated to the 4-km grid. The einissions were then 
aggregated to the 24-km grid spacing used by the PEGA- 
SUS simulation. GO emissions at 1200 CTC 15 July, a 
Thursday, are shown in Figure 5 to illustrate the spatial 
distribution over the modeling domain. Somewhat lower 
anthropogenic emission rates were obtained on weekend 
days relative to weekdays. The magnitude of the isoprene 
emissions in the vicinity of Philadelphia reflects the daily 
variation in te~nperatitre shown in Figure 2b. Emissions 
were vertically resolved by SMOKE for the lowest eight 
layers of PEGASUS. Emissions above the first layer are 
primarily from point sources, such as those &om power 
plant stacks. 
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Figure 6. Time series of the observed (shaded dots) and simulated (lines) surface (a) temperature, (b) 
wind speed, and (c) wind direction at Philadelphia. 

[XI Large-scale cloud fields were allowed to form in 
RAMS based on a diagnostic scheme that is a function of 
supersaturation. The associated mixing of trace gases with 
these large-scale cloud fields was reflected in modifications 
to the vertical velocity and turbulent kinetic energy (and 
thus eddy difhsivity) fields. Thus, large-scale cloud mixing 
was included, but sub-gnd cloud mixing (e.g., fair weather 
cumulus) was not. Photolysis rates were modified by 
clouds, similar to work by Chang et al. 119871, using the 
fractional area cloud coverage. 

4. Results 

[u]  We first present a comparison of the observed and 
simulated meteorological and chernical values during the 
1999 NE-OPS field campaign, using performance meas- 
ures that are common in the literature. The model run 
described in the previous section is referred to as the 
control simulation. The results of a series of sensitivity 
simulations are then presented to quantify the role of 
regional-scale transport of pollutants relatice to local 
sources in the vicinity of Philadelphia during the 30-day 
period in addition to the 5 and 11 August cases described 
in section 2.2. 

4.1. Boundary Layer Properties 
[B] The simulated meteorological fields were compared 

with surface observations over the model domain, and 
profiles of vt.ind, temperature. and humidity were made in 
the vicinity of Philadelphia. An example of the observed and 
predicted surface quantities for Philadelphia is shotvn in 
Figure 6. The model reproduced the di~rrnal and multiday 
variation in the surface temperature well. There are only a 
few days where the terrtperature was oberpredicted (20 and 
24 July and 8 August) or underpredicted (1 7 and 3 1 July). 
The predicted wind speeds and directions are similar to the 
observations, except that the simulated peak wind speeds 
during the afternoon are too low on most days. 

[29] It is more important, however, to obtain reasonably 
accurate winds above the surface when evaluating regional- 
scale transport of pollutants. Since the model e&ploys 
4DDA, the meteorological fields followed the synoptic 
patterns during the 30-day period. The winds aloft were 
evaluated by cbmparing the simulated results with the radar 
wind profiler winds that were not employed by 4DDA. Data 
from the Baxter profiler was available 83% of the hours 
during the sim~llation period. The bias in the wind speed 
and direction at the Baxter site is shown in Figure 7. On 
average, the model winds were slightly higher than 
observed 300 m AGL and about 1 m s-' too low above 
0.75 km AGL. The simulated directions were ~isually more 
westerly than observed by 10" to 15". The wind direction 
errors were largest at the surface and decreased with height. 
The overall errors for each of the five radar wind profiler 

-8 -6 -4 -2 0 2 4 6 8 -80 -60 4 0  -20 0 20 40 60 80 
wind speed wind directton 

Figure 7. Mean (dots) and standard deviation (lines) of ths 
bias sit~zulntcd - ohsen.ed in the wind speed and direction for 
the radar wind profiler range gates at site B based on 598 
hotrrs of data ( O L I ~  of a possible 721). 
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Figure 8. Time series of the observed (shaded dots) and simulated (lines) wind speed and direction at 
(a) 0.5 km and (b) 1.5 km AGL at site B. 

r 

sites were small, and the statistics shown in Figure 7 are 
similar to those reported by Zharfg et al. [2001] for their 
MM5 simulation of the 15- 19 July 1999 episode that 
employed a 12-km horizontal grid spacing. 

[MI A more intuitive comparison is given in Figure 8 by 
the time series of wind speed and direction at the radar wind 
profiler range gates closest to 0.5 and 1.5 km AGL. At 
0.5 k ~ n  AGL, the model predicted the obsenied trends in 
speed and direction throilghout the 30-day period. On 
several days, however, the simulated peak wind speeds 
were too low, similar to the behakior at the ground (Figure 
6b). For example, on the evenings of 16-18 July, a low- 
level jet fosmed between 0.4 and 0.8 kin AGL. The height 
of the low-level jet in the model was about the same as 
observed by the radar wind profiler. but the peak wind 
speeds were 3-4 m s-' lower than the observed speeds of 
1 3 m s-' . At 1.5 km AGL, the wind speeds and directions 
were almost always in close agreement with the observa- 
tions since the winds at this level are influenced more by 
synoptic forcing. The winds at 1.5 kin AGL were generally 
from the west. while the winds closer to the surface at 0.5 
km AGL were more frequently froin the southwest. The 
vertical wind direction shear suggests that regional-scale 
pollutant transport froin multiple upwind sources could 
potentially impact the Philadelphia area at the same time. 

- 1.5 km AGL *I * 

This will be discussed later in section 4.3. The upper level 
winds at sites B, C, and W were usually very similar to 
those shown in Figure 8b throughout the period. Significant 
differences in the winds among the three sites occurred only 
when the synoptic forcing was weak. 

[31] The simulated thermodynamic quantities, such as 
potential temperature, specific humidity, and mixed layer 
depth, were also evaluated with the radiosonde observations 
at site B. Instead of depicting individual profiles, Figures 9a 
and 9b compare the observed average potential temperature 
and specific humidity since these are usually relatively 
uniform within the CBL. In this way, values from 65 
soundings inade between 23 July and 1 I August can be 
shown. The predictions over Philadelphia were quite good. 
The sim~~lated mixed layer temperature and humidity were 
~~sual ly  within 1-2 K and 1-2 g k g ' ,  respectively, of the 
observed for both the inoming and afternoon soundings. 
Correlation coefficients of 0.99 and 0.98 were found for 
potential temperature and specific humidity, respectively, 
and no significant bias is evident in these figures. When the 
obsenied and simulated mixed layer depths were compared 
as shown in Figure 9c, somewhat more scatter was found 
but the correlation coefficient was still 0.96. While there 
was no bias in the inorning mixed layer depth, there was a 
tendency for the model to underestimate the mixed layer 
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Figure 9. Scatterplot of observed and simulated average 
(a) potential temperature and (b) specific humidity within 
the mixed layer and (c) mixed layer depths. Observed 
values based on 65 radiosondes from site B between 23 July 
and 11 August. 

2.5 - 

depth during the late afternoon. This discrepancy is likely 
attributed to 4DDA that nudges the ternperattire field toward 
the large-scale analyses that ~lsually do not resolve the 
spatial and temporal evolution of the CBL. 

4.2. Air Chemistry 
[XI Since the mesoscale rnodel reproduced the main 

features of the observed winds and boundary layer evolu- 
tion, the chernical transport model is expected to provide a 

/ .  
4 

reasonable estimate of regional-scaIe transport of pollu- 
tants over the domain shown in Figure 5 during the 30-day 
period. The meteorological fields in the chemical transport 
rnodel were varied linearly in time with a 5-min time step, 
using the archived h o ~ ~ r l y  output from the mesoscale 
model. As disc~tssed in section 3.2, the emissions that 
depended on the simulated ~neteorological fields were 
updated hourly. 
4.2.1. Surface obser~~ations 

[33] A comparison of the resulting simulated surface 
ozone with obsenations in the \icinity of Philadelphia is 
shown in Figure 10. In Figure 10 the observed values from 
11 stations within 50 km of the Baxter site and model results 
for the nine nodes closest to site B are employed. There 
were four periods when relatively high ozone was observed 
in Philadelphia, with some stations approaching or exceed- 
ing 120 ppb. These periods were 16- 19 JLII~,  23-24 July, 
3 1 July, and 1 1 - 12 August. Except for the first day of the 
simulation, the model captured the diurnal and multiday 
evolution of ozone and the range of v a l ~ ~ e s  in the vicinity of 
Philadelphia for the entire period. The afternoon ozone 
mixing ratios were somewhat lower than observed on some 
days. For the 16- 19 July episode, the simulated ozone did 
not exceed the 130 ppb that was obsenled at two stations. 
The 24-km grid spacing employed by the model is not 
expected to resolve these local peaks in the spatial distri- 
bution and AIRS sites are not necessarily regionally repre- 
sentative. Average simulated peak afternoon values within 
50 km of site B were 20 ppb or more lower than obsewed 
on 22, 27, and 28 July and 1 1 and 1 3 August. On only one 
day, 2 1 July, were the-peak simulated values 20 ppb or more 
too high. The bias sirnulnted - ohserr~ed, and gross error, 
lsimillnted - ohservecll over the simulation period (excl~lding 
the first two days) for the daily peak 1-hour mixing ratio 
were -5.8 and 12.3 ppb, respectively, while the daily peak 
8-hour mixing ratio had a bias and gross error of - 1.2 and 
1 1.1 ppb, respectively. 

[34] The minimum values are also well predicted, with a 
bias of 2.0 ppb and a gross error of 7.2 ppb over the 
simulation period. The minimum val~ies usually approached 
zero presumably because of NO titration over the Philadel- 
phia urban area with its relatively high emission rates. 
Nevertheless, relatively high minimum values were observed 
during the four episodes and on a few other days. Some of 
the high nighttime values simulated by the model (Figure 10) 
were the result of regional-scale ozone transport and 
increased turbulence associated with wind shears generated 
by the evolution of the low-level jet [Corcsrneier et al., 19971. 
For example, the simulated low-level jets during the eve- 
nings of 18 and 19 July transported ozone produced from 
e~nissions in the FVashington, D. C., and Baltimore area over 
Philadelphia. 

C3-51 The simulated ho~irly ozone values were compared 
with up to 522 AIRS and 90 Canadian monitoring stations 
over the entire modeling domain. The average I -  and 8-hour 
tnaxirnunl and 1-hour minimurn ozone mixing ratios as well 
as the bias and gross error are shown in Figure 11. Since 
some "spin-up" time is required to obtain realistic results; 
the statistics for the first two afternoons are not plotted. 
When rnultiple ozone monitoring stations occurred within a 
grid cell (~~sually in urban areas), the average value was 
employed for the statistical analysis. The observed average 
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Figure 10. Tiine series of observed and predicted surface ozone around Philadelphia. All of the 
observed values (shaded dots) and the simulated range (light shading) within 50 km of site B are shown. 
The line is the average simulated ozone mixing ratio. 
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Figure 11. (a) Average observed 1- and 8-hour ~naxiin-~lm ozone mixing ratio and 1-hour minimuin 
ozone mixing ratio. (b) Bias and (c) gross error of the simulated quantities in Figure 1 1 a. Shading denotes 
values within 5 ppb of zero. 
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ratio over the domain by 5-8 ppb throughout the simulation 
period. Most of this error occ~lned in rural regions down- 
wind of the major urban areas. 

[;(,I An example of the spatial distribution of sttrfBce 
ozone is shovtn for the afternoon of 3 1 July and the morning 
of 1 August in Figure 12 to illustrate the spatial distribution 
of ozone and the source of the nighttime positive bias. The 
inodel produced the high ozone episode observed over the 
northeast urban conidor (Figure 12a). In a few regions 
the model overestimated (northern Indiana and southern 
Canada) and underestimated (Indianapolis and central Penn- 
sylvania) the surface ozone. During the evening, the surface 
layer became decoupled from the air aloft (Figure 12b). 
Ozone was depleted near the surface while a large reservoir 
of ozone remained aloft by the morning of 1 August. While 

F 3 
- - 

2d - the simiilated o ~ o n e  dc.~.rc;iscd to 30 ppb or less o\er the 
$ \\ e\tesn pait of the domain. i t  rcmaincd relati\ c1j his11 o\ er z I thc no~thsastet-n Cn~ted States. The surti~ce obhcr\ ations 
r" o B from Mashington. D. ('.. and Hoston \\ere b ~ t n e ~ n  40 and 

08 EDT I August 1999 60 ppb, but t h e  horizontal extent and magnitude of the 
residual ozone at the surface was too large with areas greater 
than 50 ppb ober the Appalachian Mountains. While some 
studies [e.g., Aneja atid Li, 19921 have indicated that sites at 
higher elevations have significantly higher ozone exposure 
with a sn~aller diurnal amplitude, the AIRS inonitoring 
stations are not necessarily representative of the conditions 
in complex terrain. 
4.2.2. Upper-air observations 
[u] Data from surface monitoring stations are usually the 

only observations available to evaluate air-quality models. 
Without information aloft, it is often difficult to determine 
whether the model predicts the right answer for the wrong 
reason or to diagnose why the model produces incorrect 
results. The G- 1 aircraft nrovided measurements on 14 davs 

L 

of the field campaign that we employ to evaluate the 
evolution of air chemistry aloft that can affect surface 
concentrations. Since only a limited number of grid cells 
encomnass the G-1 f l i ~ h t  naths. esneciallv for the local 

Figure 12. Observed (circles) and simulated (shaded 
contours) near-surface ozone and a vertical cross section 
of ozone thro~lgh Philadelphia at (a) 1700 LT on 3 1 July and 
(b) 0800 LT on 1 August. 

1- and 8-hour maximuin ozone mixing ratios are shown 
because the magnitude of the gross error was usually 
proportional to the magnitude of the average ozone mixing 
ratios. Prior to 1 August, the 1-hour bias was between -5 
and - 10 ppb, indicating that the model had a tendency to 
underestimate the peak afternoon ozone mixing ratios. After 
a strong cold front moved through the area on 1 August, the 
average ozone mixing ratios decreased and the absolute 
value of the bias dropped to 5 ppb or less. The 8 - h o ~ ~ r  bias 
was usually within +5 ppb, with a slight tendency to 
overestimate the 8-hour rnaximuln after 1 ilugust. The daily 
values of the bias and gross error for the 1 - and 8-hour peak 
ozone mixing ratios shown in Figure 11 are similar to those 
obtained by other chemical models EiVorth American 
Research st rate^, .for Tropospheric Ozorze, 200 11, but the 
errors in the minimum values are considerably lower. The 
rnodel overestimated the average minimum ozone mixing 

- - - - - - - - r -  --  - - -  - - 0 1  L J 

urban flights, the predictions of ozone and NO, are com- 
pared with measurements using the approach shown in 
Figure 13. Shading depicts the predictions as the range of 
values from model grid cells when and where the aircraft 
typically flew. Here, 9 x 9, 5 x 5 ,  and 3 x 3 grid cells were 
used for "regional," "local-to-regional," and "local" 
flights, respectively, around Philadelphia (Table 1). Also 
shown in Figure 13a are the ozonesonde profiles measured 
at the same time as the G-1 flights. 

[;x] With a few exceptions, the simulated range of ozone 
mixing ratios was similar to the aircraft measurements 
(Figure 13a). For example. on the morning of 1 August the 
model was 10- 15 ppb higher than observed, The simulated 
reservoir of ozone aloft contrib~~ted to average peak values 
at the surface that were 10 ppb too high (Figure 10). Even 
though the surface values on 7 and 10 August were .very 
close to the obsewations. the sirnulated ozone profiles 
aloft were somewhat higher that the aircraft data. The 
simulated range of ozone between 60 and 140 ppb in the 
vicinity of Philadelphia on 31 July, the day with the 
highest observed surface ozone during the aircraft opera- 
tional period, agreed with the C-1 measurements. The 
model also produced layers of ozone aloft on the inornings 
of 5 and 11 A ~ g ~ i s t  discussed previously, but the values 
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Figure 13. Observed ozone from the G-1 aircraft (shaded dots) and simulated range of ozone (light 
shading) in a vertical colurnn within 24, 48, or 72 km of site B depending on whether the flight paths is 
"local," '"ocal-to-regional," or "regional." respectively. The range of sirnulated values also 
encompasses the flight periods. (a) Lines are the ozonesonde profiles. (b) Same as Figure 13a except 
for NO,. 

above 2 km AGL are as much as 20 ppb too low, 
Differences between the model and the observed profiles 
above 2 krn can be attributed to the lack of pararneterized 
vertical inixing by convective clouds and to the constant 
ozone mixing ratios employed at the lateral and top 
boundary conditions. Long-range transport of tropospheric 
sources and stratosphere-troposphere exchange of ozone 
are processes not accounted for in this sirnulation that 
probably contribute to some of the observed variations in 
ozone above the CBL. 

[39] While there were a number of days in which the 
range of observed and sirnulated NO, values were similar 
(23, 25, and 29 July and 3, 4, and 7 August), the simulated 
concentration of '\loy was too low within 1 kin of the surface 
on several days (Figure 13b). The G- 1 ofien measured 10- 
50 ppb of XO, during transects over Philadelphia within the 
growing CBL: blost of the simulated NOy was composed of 
oxidized products, or KO,. Concentrations of NO, from a 4- 
km nested grid simulations (to be presented in another 
paper) were significantly higher, suggesting that urban 
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17 EDT 4 Auaust 1999 08 EDT 5 Auaust 1999 

Figure 14. Simulated ozone (shaded contours) and winds (vectors) at a b o ~ ~ t  1.5 km AGL and vertical 
cross section of ozone through Philadelphia at (a) 1700 LT on 4 August, and (b) 0800 LT on 5 August, 
illustrating vertical mixing and transport of ozone that prod~tced the layer observed by the ozonesonde 
shown in Figures 3b and 13a. The thick arrow denotes air parcel trajectory between 1700 LT on 4 August 
and 0800 LT on 5 August. 

17 EDT 10 Auoust 1999 08 EDT 1 1 August 1999 

Figure 15. Siinulated ozone (shaded contours) and winds (vectors) at about 1.5 k ~ n  AGL and vertical 
cross section of ozone through Philadelphia at (a) 1700 LT on 10 August and (b) 0800 LT on 11 August, 
ill~lstrating vertical mixing and transport of ozone that produced the layer observed by the ozonesonde 
shown in Figures 4b and 13a. The thick arrow denotes air parcel trajectory between 1700 LT on 10 
Artgust and 0800 LT on l 1 August. 
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Figure 16. (a) Boxes 1-10 define how the emissions are divided during the sensitivity simulations 
discussed in section 4.3. Time series of (b) 24-hour average observed CO from six lnonitors (dots) and 
simulated CO (line) within 50 km of Philadelphia and (c) percent of CO from local source 1 (thick line), 
regional sources 2-9 (thin line), and distant source 10 (dashed line) as determined from the sensitivity 
simulation. (d) Scatterplot of 24-hour average observed and simulated CO shown in Figure 16b. 

decoupled from the residual layer aloft, ozone at the surface 
was depleted by NO titration and deposition. The south- 
westerly winds in the late afternoon shifted to the west by 
the morning with the passage of a cold front in the area so 
that the residual layer of ozone aloft over eastern Pennsyl- 
vania (Figure 14a) was transported over Philadelphia by 
0800 LT on 5 August (Figure 14b). The highest ozone 
mixing ratios were already transported past Philadelphia 
over the ocean at the time of the ozonesonde. The model 
results suggest that the ozonesonde was measuring within 
the trailing end of the ozone plume. Had the upper level 
winds been weaker, higher concentrations of ozone aloft 
would have been present over Philadelphia that could have 
been entrained into the growing CBL, producing higher 
peak values greater than the 100 ppb observed that day. 

[@I A similar transport pattern occurred for the 11 
August ozone layer, except that the source region of the 
ozone layer aloft was different and the transport distance 
was longer. During the late afternoon of 10 August, ozone 
mixing ratios between 90 and 100 ppb were produced in the 
CBL from the upper Ohio River valley to Chesapeake Bay 
(Figure 15a). So~lthfiesterly upper level winds again shifted 
to the west during the evening so that ozone from the upper 
Ohio River valley was transported over Philadelphia. Ozone 
prod~tced over Virginia and Maryland was transported over 
the ocean to the south and east of Philadelphia by 0800 LT 
on 11 August (Figure 15b). In contrast to 5 August, the 

ozone plume aloft is centered over the Philadelphia area. 
This may be the reason for the small variations in ozone 
between 1 and 3 km AGL (Figure 4b), while the ozone 
profile on 5 A~lgust had more pronounced vertical variations 
(Figure 3b) at the trailing edge of the ozone plume. 

[43] An examination of the model results during the 
30-day period suggests that different source regions contrib- 
ute to ozone levels over Philadelphia on a day-to-day basis. 
CO is a long-lived, slowly reacting anthropogenic species 
that is often used as a tracer of urban air during field studies. 
However, we use it here to identify source regions during 
NE-OPS. By keeping track of the CO released from ten 
regions identified in Figure 16a, we can determine regional- 
scale source-receptor relationships during the simulation 
period. While the designation of the 10 source regions is 
arbitrary, they were selected to have one or two major urban 
areas in different regions upwind of Philadelphia. 

[dq] First, the total GO mixing ratios from the control 
simulation are compared with obsewations from six mon- 
itors located mithin 50 km of Philadelphia in Figures 16b 
and 16d. CO monitors are usually located close to urban 
street canyons so that the measurements are not regionally 
representative. In addition, the accuracy of the measure- 
ments was only 0.1 pprn for two monitors. Correlation 
coefficients for all pairs of CO monitors were usually below 
0.1, indicating that the data is not very useful in determining 
regional-scale transport. To eliminate some of the problems 
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comparing regional-scale model output with unrepresenta- 
tive CO measurements, we have instead plotted 24-hour 
averages among the six CO monitors and 24-hour averages 
of simulated CO for grid cells encompassing the monitor 
sites. While the overall magnitude of the simulated CO after 
1 August was similar to the observed. there are still sotne 
differences that can be attributed to either unrepresentative 
measurements or to the simulated background value of 
0.15 ppln that was too low. 

1451 In Figure 16d, we show the relative contrib~ition of 
the defined regions to the total CO mixing ratios. As 
expected, the local sources (CO source 1, Figure 16a) 
contributed to the largest fraction of CO over Philadelphia 
because of their proximity. However, there are episodes in 
which regional sources. as defined by the sum of CO sources 
2-9, were relatively high. The high values of the regional 
sources between 16 and 19 July, 23 and 24 July, and 12 and 
13 August conespond to three of the four high ozone 
episodes. The ozone episode on 31 July does not have a 
relatively high regional influence of CO, suggesting that 
local chemical production is more important on that day. The 
increase i n  regional sources (CO sources 2-9) between 4 
and 5 August and between 10 and 11 August suggest that 
regional-scale transport contributed to the higher ozone 
mixing ratios obsei-ved aloft (Figures 3b and 4b). Distant 
sources (CO source 10) contributed between 5 and 10% of 
the total concentration of CO during the entire period. 

[16] The specific CO source regions sampled over Phil- 
adelphia were often well correlated with the observed wind 
directions (Figure 6c). For example, between 15 and 19 July 
when strong southwesterly winds associated with the noc- 
turnal low-level jets occurred, soilrce regions 2 and 3 were 
the largest sources of CO outside of the Philadelphia area. 
When the winds aloft became more westerly for the periods 
of 23-26 July, 29 July to 1 August, and 6-9 August, source 
regions 5 and 9 in the Ohio River valley were relatively 
large. During periods of northwesterly to northerly winds 
over Philadelphia, such as 20 and 26 July and 2 and 9 
August, source regions 7 and 8 in the Great Lakes area 
became relatively large. CO emissions from source region 6 
that included Kew York City and a large portion of New 
England were only transported over Philadelphia on 2 1 July 
and between 2 and 5 August when the ozone concentrations 
were relatively low. Nevertheless, several CO source 
regions usually contributed to the concentrations at any 
one time indicating that spatially and temporally varying 
wind fields produced a complex mixture of pollutants along 
circuitotls transport pathways. 

11-17] ?Vhile the CO simulation illustrates the source 
regions that can contribute to pollutant episodes in Phila- 
delphia, it cannot be used to quantify the relative contribu- 
tion of local and regional sources of ozone, since the 
chemistry relating primary precursor pollutants and secon- 
dary pollutants. such as ozone, is complex. Therefore, three 
sensitivity simulations, denoted as A, B, and C, were 
perfowned with the chemical transport model using the 
same meteorology. Simulation A employed a local s ~ ~ b d o -  
main that encompasses boxes 1 and 2 in Figure 16a. Only 
the local emissions within the subdoinain were used and the 
background boundary conditions from the control simula- 
tion were employed at the boundaries. In this way, regional- 
scale transport was eliminated, except for the transport of 

background concentrations of ozone. Simulation B was 
identical to simulation A except that the ozone produced 
by the control simulation was used as boundary conditions 
for the subdoinain while the other species were held at low 
background vatues. In simulation C, the ozone precursors 
fiom the control simulation mere employed as boundary 
conditions while ozone was held to the low backgro~tnd 
values. By comparing the control simulation results with the 
results from sensitivity sim~llations A and B, the relative 
contribution of ozone transport can be quantified. Si~nula- 
tions B and C can be compared to determine whether the air 
masses advected over Philadelphia are aged. 

[IP] The average surface ozone mixing ratios within 
50 km of site B from the control simulation and the three 
sensitivity simulations are shown in Figure 17. The results 
fi-om simulation A (local-emission simulation) was consis- 
tently lower than the control sirnillation and the obsewa- 
tions, suggesting that transport was a significant factor 
throughout the period. An examination of the vertical ozone 
profiles (not shown) revealed that this simulation was 
missing many of the ozone layers aloft in the morning that 
were present in the control simulation. However, the peak 
concentrations on 3 1 July were only 20 ppb lower, suggest- 
ing that local processes were largely responsible for the high 
ozone concentrations on that day. Simulation B added 
regional ozone, but the total ozone concentrations were still 
not as high as the control simulation. Simulation C, which 
added regional ozone precursors to the local ozone produc- 
tion, produced 5- 10 ppb more than the local-emission 
alone simulation, indicating that the pollutant plumes were 
still evolving during transit and that the air masses were not 
completely aged. 

[49] To filrther quantify the effect of regional-scale trans- 
port, the relative fraction of the simulated peak daily ozone 
mixing ratio accounted for by each of the three sensitivity 
simulations is shown in Figure 18. The percentage of the 
ozone attributed to local sources varied between 53 and 
94%. For the 16- 19 July, 22-23 July, and 11 - 12 August 
ozone episodes, the fraction varied between 54 and 69%. 
For the 31 July episode the local contribution fraction was 
higher at 77%. This is consistent with the relatively low 
wind speeds on this day (see Figure 8a). The regional ozone 
transport in simulation B accounted for an increase of 28- 
32% for the 5 and 11 August periods described previoilsly 
that had ozone layer aloft observed in the morning. While 
observations on these 2 days clearly indicated that regional- 
scale transport of ozone occu~l-ed, the model was able to 
quantify the relative contribtltion of local and regional 
sources and detennine other days in which transport was 
significant. 

[so] Although the simulated ~neteorological quantities 
and ozone gave good quantitative agreement with the 
observations on most days, there bere some uncertainties 
associated with the ~neteorological and chemical model. 
Their effects on the model results are discussed next. 

[sr] Although an accurate representation of cloud pro- 
cesses is needed in air-quality models, clouds are often 
the most diffic~lt parameter to silnulate by inesoscale 
models. Clouds directly affect the photochemical prod~ic- 
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31 01 02 03 04 05 06 07 08 09 10 11 12 13 14 
date (UTC) 

simulation: control 

Figure 17. Simulated surface ozone from the control simulation and sensitivity simulations A (local), I3 
(local plus regional ozone transport), and C (local plus regional precursor transport). 

tion of ozone by modif).ing the actinic fluxes and the layer depth. While large-scale cloud mixing was included 
vertical distribution of ozone by altering mixing pro- and clouds affected the photolysis rates. a subgrid-scale 
cesses. In addition, ozone can be modified by the indirect cloud parameterization of shallow convection [e.g., Deng 
effects of clouds through modification of boundary layer et al., 20001 and cloud chemistry has not been imple- 
properties, such as temperature, wind speed, and mixed mented yet. 

31 01 02 03 04 05 06 07 08 09 10 11 7 2 13 14 
date fUTC) 

simulation: A (local) B ilocal c regional ozone transport) 
j t h l ~ ~ l  -i. rig"0d' Dr9?iLI?SOi Trd"b~0*i  

Figure 18. Ratio of the peak daytime ozone mixing ratio from sensitivity simulations A (local), B (local 
plus regional ozone transport). and C (local plus regional precursor transport) and the control simulation. 
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[sz] A qualitative agreement was found between the 
simulated spatial distribution of cloudiness and satellite 
images of the observed cloud distrib~ltion throughout the 
30-day period. but the amount of cloudiness can be sig- 
nificantly different than observed on some days for a 
specific location. For example, the model simulated a 
relatively high clot~d fraction between 19 and 23 July and 
on 8 August associated with the passage of fronts that 
corresponded to the relatively low percent sunshine shown 
in Figure 2. However, on 24 and 28 July and 13 Attgust the 
model predicted mostly clear skies over Philadelphia when 
the actual percent sunshine was between 15 and 50%. The 
differences between the observed and simulated clotld 
arnount are not necessarily consistent with the differences 
between the observed and simulated ozone concentrations. 
On 24 July, the simulated ozone mixing ratios were similar 
to the observations (Figure 10) eken though cloud amount 
was too low. On 28 July and 13 A U ~ L I S ~ ,  the simulated 
ozone mixing ratios were too low even though clear skies 
were simulated when partly to mostly cloudy skiers were 
observed. Despite these discrepancies, a very good agree- 
ment in ozone was found between observations and the 
control sirnulation on most days. This suggests that repre- 
senting the gross features of the clouds is sufficient in 
simulating regional-scale ozone over a long period of time. 

pi] The differences between the observed and predicted 
winds will have an effect on quantifying the relative 
contribution of local and regional sources on ozone over 
Philadelphia. For example, the bias of - 1 m s ' in the wind 
speeds between 0.75 and 2 km AGL suggests that the rnodel 
results may overestimate the amount of ozone produced 
locally. Higher simulated wind speeds would advect more 
ozone produced locally out of the region than from the 
control simulation. When the winds are too low aloft, 
afternoon surface ozone mixing ratios can be either over- 
estimated or ~lnderestimated depending on the location of 
the peak ozone concentrations aloft in the morning, as 
shown in Figures 14 and 15. While transport errors will 
affect the magnitude of the local and regional contributions 
shown in Figures 17 and 18, the wind errors are relatively 
small and are unlikely to change our conclusion that 
regional-scale ozone transport contributed to a significant 
fraction of ozone over Philadelphia. Wind speed errors will 
also affect the age of the simulated polluted air over 
Philadelphia, b~ l t  the effect of ozone precursor transport is 
likely to still be important. 

[54] The boundary conditions described in section 3.2 
can also affect the rnodel results. As shown in Fig~lre 13a, 
the sinlulated ozone mixing ratios above 2 km are as much 
as 20 ppb too 10% on a few days. This is due primarily to the 
constant balues employed at the lateral boundaries. In 
reality, the background ozone values in the middle tropo- 
sphere are expected to vary over a monthlong period. One 
of the processes affecting tropospheric ozone is the down- 
ward transport and mixing of stratospheric ozone. For 
example, the ozonesonde sounding on 9 July had a layer 
of ozone approaching SO ppb between 1.5 and 3 km AGL 
(not shown). This event occurred shortly after the passage 
of an upper lecel trough and a surface cold front. Back 
trajectories indicated that air parcels within this layer 
descended from the middle and upper troposphere oker a 
5-day period from northern Canada. To represent ozone 

variations in the middle troposphere would require coupling 
the model domain (Figure 5) with a continental-scale 
simulation that extends up to the lower stratosphere. A test 
silnulation that increased the ozone vertical gradient at the 
lateral boundaries to match the average of the ozonesondes 
produced surface ozone mixing ratios similar to the control 
simulation as shown in Figure 10. The impact of downward 
transport from the middle troposphere on the overall surface 
concentrations was relatively minor compared to the pro- 
duction of ozone from anthropogenic and biogenic emis- 
sions. This suggests that the bot~ndary co~lditions will not 
significantly affect the conclusions regarding the relative 
contribution of local and regional sources of ozone as 
determined by the sensitik ity simulations. Still, the temporal 
bariation of ozone in the free atmosphere may have a larger 
impact under different meteorological conditions. 

[SS] Another source of uncertainty is the spatial resolution 
of the model. While the 24-km horizontal grid spacing is 
within the range suggested by Gillarzi und Pleit~z [I9961 to 
simulate regional-scale ozone, it may acco~int for the under- 
prediction of NOy when compared with surface data and 
with G-1 observations aloft (Figure 13b). As pointed out by 
Gillatzi atzd Pleiti?~ [I9961 and Jung et al. [1995], NO, 
chemistry from point sources is complex and the concen- 
tration of NO, and the reaction rate depends on the rate of 
downwind turbulent mixing. The artificial dilution of point 
sources or subgrid area sources by regional-scale models 
with horizontal grid spacings on the order of 20-80 km can 
lead an underestimation of NO,. However, the model per- 
fonnance was better for longer-lived species, such as PAN. 
The simulated di~trnal variation of PAN at site C ranged 
between 0.5 and 2 ppb in agreement with the observations 
(not shown). Preliminary simulations with a 4-km nested 
grid have shown that the predicted NO, values were higher 
and much closer to the G-1 observations. For example, on 26 
July the observed NO, values were as high as 25 ppb (Figure 
13b). The predicted values from the 24-km simulation were 
10 ppb, while the 4-km sim~llation produced values as high 
as 22 ppb along the G-I flight path. Predicted peak surface 
ozone mixing ratios were also a few ppb higher in closer 
agreement with the 130- 150 ppb observed at two stations 
between 16 and 19 July (Fig~lre 10). 

[%I In this study. vertical grid resolution was a critical 
factor for nighttime chemistry. A simulation identical to the 
control simulation was performed, except that a vertical grid 
spacing, Az, of 25 m at the ground was increased to 50 m. 
In that sirnulation, the nighttime surface ozone mixing ratios 
were significantly higher than those shown in F i g ~ ~ r e  10. We 
found that the vertical eddy diffusivity, K, determined by the 
Mellor und Yarnudu [I9821 formulation ufas larger at night 
near the surface when z was twice as large as in the control 
silnulation so that the stable boundary layer became more 
coupled to the air aloft. This penxitted bertical mixing of 
ozone to replace the ozone lost through NO titration within 
the stable boundary layer. With a smaller z, K became 
smaller so that vertical mixing did not replace as much 
ozone lost through NO titration. While the overpredictions 
of the domain averaged nighttime ozone mixing ratios with 
a z of 25 rn were between 5 and 8 ppb. they were much 
lower compared to the 15-25 ppb obtained from other 
models applied to the 1995 NARSTO-NE period [North 
Anzerican Research Strateg? . f ir  fioyospheric Ozor--re. 
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20011. The nighttime bias suggests that additional profiles 
of meteorological and chemical obsewations are needed to 
understand the delicate balance of ozone destruction. verti- 
cal mixing, and deposition in the nocturnal boundary layer. 
Developing a better understanding of mixing within the 
nocturnal boundary layer is the subject of considerable 
current research [Dorian et ul., 200 1 ; Poulos et al. , 200 11. 

[57] As mentioned previously, we habe begun to extend 
this analysis to resolve small-scale processes along the east- 
coast ~irban corridor using a 4-km grid. The purpose of these 
simulations will be to better resolve the emissions in the 
urban areas and the meteorological processes affected by 
landisea contrasts that will affect the ozone distrib~ltion in 
the immediate vicinity of Philadelphia. The results of this 
study will be reported in a subsequent paper. 

6. Summary 

[ss] Measurelnents obtained from the NE-OPS field 
campaign during July and August of 1999 have been 
combined with results of a new ~neteorological and chem- 
ical model, PEGASUS, to study ozone production, trans- 
port, and mixing over northeastern United States. Good 
agreement between the simulations and observations was 
obtained, and the results have been used to illustrate trans- 
ports pathways and quantify the effect of regional-scale 
transport of pollutants on ozone concentrations in the 
vicinity of Philadelphia. The principal findings from this 
study thus far are the following: 

1. On several mornings, research aircraft and ozonesonde 
measurements showed concentrations of ozone significantly 
higher above the growing CBL than at the surface. Mixing 
ratios above the CBL were as much as 50 ppb higher than at 
the surface. The relatively strong wind speeds observed by 
the radar wind profilers during the evening suggest that 
ozone layer was transported from upwind sources over 
Philadelphia and not a local residual layer from the previous 
afternoon. 

2. The results of PEGASUS compared very well with 
n~eteorological and chemical data at the surface and aloft. 
The average bias for ozone over Philadelphia during the 30- 
day period was -5.8 ppb for the peak 1-hour value during 
the day and 2 ppb for the minimum value at night. Over the 
entire domain, the average bias for the daytime peak and 
nighttime minimum was -4.8 and 6.6 ppb, respectively. 

3. The simulation with CO tagged by source region 

fotrr high ozone episodes during the 30-day period. For the 
other episode on 3 1 July, local processes dominated because 
the wind speeds on that day were relatively low. 

6. Simulated pollutant pltimes were still evolving during 
transit from source regions to Philadelphia, indicating that 
the air masses were not coinpletely aged. While ozone 
transport adds to local concentrations, transport of ozone 
precursors into the region can also contribute to local 
photochemical production of ozone. 

[s] Since regional-scale transport and boundary layer 
mixing processes contributed to a large fraction of the 
simulated ozone over Philadelphia, these same processes 
likely affect the ozone concentrations in other cities along the 
east-coast urban corridor. The relative role of local and 
regional processes that affect ozone depends on location. 
For example, urban areas located northeast of Philadelphia 
are probably impacted by regional-scale transport to a greater 
extent because winds, that are predominantly froin the 
southwest during the summer, would transport priinasy and 
secondary poll~ltants from multiple lnetropolitan areas. 
Chamedies et ul. El9971 found that the proposed 8-hour 
ozone standard will require a more regional approach on U.S. 
pollution control strategies. The model results in this study 
provide evidence that regional-scale transport is another 
reason that emission control strategies in the northeastern 
U.S. need to be implemented for the entire region. Transport 
from upwind sources is likely to be significant under a wide 
range of synoptic conditions, and they can o&et the reduc- 
tions due to local reductions in primary emissions. When 
regional-scale transport of ozone was included, the model 
produced peak ozone mixing ratios in the vicinity of Phila- 
delphia that exceeded the 1-hour NAAQS of 120 ppb on 
several days (Figure 10). The significantly lower ozone 
mixing ratios prod~iced by the simulation that employed 
only the local emissions (Figure 17) suggests that violations 
of the NAAQS between 15 July and 14 August 1999 were 
caused by both ozone produced locally and ozone produced 
elsewhere. 

[60] The control siin~llation results are currently being 
analyzed further to examine the transport pathways of 
pollutants into rural regions and the impact ozone exposure 
on vegetation. Additional sensitivity simulations will be 
performed to investigate the effects of emission control 
strategies and landscape changes on the prod~lction of ozone 
in rural areas. 

indicates that several source regions usually contributed to Appendix A: Numerical Aspects of the Chemical 
the mix of pollutants over Philadelphia. Pollutants from the 
Ohio River valley, Great Lakes, and areas south of Transport Model 

Philadelphia along the coast were advected into the region 
several times during the 30-day period. 

4. A series of sensitivity simulations were performed to 
determine the relative contribution of ozone produced 
locally and ozone transported into the Philadelphia area. 
While the majority of the ozone vvas produced by emissions 
in the vicinity of Philadelphia and Chesapeake Bay area, as 
much as 30-40% of the total ozone mixing ratios could be 
attributed to transport from upwind locations during the 
high ozone episodes. The relative contribution varied from 
day to day. 

5. Regional-scale transport contributed a significant 
fraction of ozone over Philadelphia for three out of the 

[hi] The chernical transport model solves the continuity 
equation for each trace gas species that includes transport, 
vertical diff~~sion, chemical production,'destruction, dry dep- 
osition, and emission te~ms. The gas-phase chemistry in 
PEGASUS is modeled with the newly developed photo- 
chemical mechanism CBM-Z [Zaver~i and Peters, 19991 that 
contains 53 species and 133 reactions. An operator splitting 
approach [Lupid~fs ar~ci'Pinder. 19821 is ~ised to solve each of 
the tenns of the continuity equation. The RODAS3 ordinary 
differential equation solver of Sur?dzi et al. El9971 is used for 
the chernical reaction calculations. A fourth-order advection 
form of the Bott algorithrn is used for the advection tenns 
[Easter; 19931. For vertical mixing, a standard finite differ- 
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ence scheme with second-order spatial differencing and first- 
order explicit temporal differencing is used. Dry deposition 
is incl~ided as a lower boundary condition in the certical 
mixing calculation. A series-resistance model is used to 
comptite deposition velocities and surface resistances fol- 
lowing I-Vese<~* [I9891 with land use information taken from 
RAMS. 

[61] CBM-Z is iinplemented using a regime-dependent 
approach in which the kinetics are partitioned into back- 
ground, anthropogenic. and biogenic submechanisms. The 
background s~lbmechanism consists of the inorganic chem- 
istry and reactions of the ubiquitous species such as the 
long-lived hydrocarbons methane and ethane, formaldehyde 
and higher aldehydes (ALDZ), methanol, ethanol, and the 
associated radicals. The anthropogenic submechanism con- 
sists of the reactions involving organics of urban origin such 
as paraffins, olefins, and aromatics. while the biogenic 
sitbmechanism consists of isoprene chemistry. The corre- 
sponding three atmospheric regimes are pristine, polluted, 
and rural. With the regime dependent approach, a subrne- 
chanism is acticated only if the concentration any of the 
species in that s~ibmechanism are nonzero or greater than a 
threshold value. For example, the background mechanism 
(pristine regime) is always active, the anthropogenic mech- 
anism is activated in the polluted regime (usually over urban 
areas), and the biogenic mechanism is activated only in the 
rural regime (usually over forested areas where isoprene 
concentrations are non-zero). However, since some of the 
products formed in the isoprene chemistry are represented 
by the species in the anthropogenic mechanism, the rural 
regime always also activates the anthropogenic mechanism. 
This approach enhances the computational efficiency, and 
red~lces the overall GPU time by up to 30% or more for 
large-scale sim~llations where all three regimes are fre- 
quently encountered. 
[a] Parallelization of the chemical transport model has 

been developed using the Message Passing IntertBce (MPI) 
standard. The governing equations are solved using the 
"locally one-dimensional" approximation described by 
Lapidus and Pinder- [1982], with two types of domain 
decomposition carried out during different steps of the 
integration, 

Step A 

Step B 

The partial notation is used to disting~lish behveen changes 
to the concentration of chemical species, C. resulting from .t- 
and j) transport (Step A) and vertical transport, diff~lsion, 
and local chemistry (Step 13). D~tring Step A, transport 
calc~ilations along a given horizontal slab ("slab decom- 
position") and a set of trace gas species are assigned to each 
of the N available processors. This is a natural may to 
partition the calculations because chemical species do not 
interact during the time-split transport calculation, and there 
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is no exchange of information during the horizontal 
transport calculations. However, transport calculations do 
change the horizontal gradients at each layer for each 
species. The processors track these change as they carry out 
their calculations. At the end of Step A. the resulting fields 
are updated among all processors, for all layers and all 
species. Computational description of vertical transport, 
vertical mixing, and chemistry (Step 13) involve only local 
or vertical derivatives and the processor work load is based 
on "col~tmn decomposition." Once all the nodes have 
completed their calculations for chernistry and vertical 
transport, they pass their results to other nodes in a 
synchronized stacking fashion. After all the nodes have 
updated their chemical fields, the decomposition pattern is 
reconfigured and each processor then carries out the next x 
and J* transport calculations. Tests have shown that speedup 
is very close to the maximum predicted by Amdahl's Law 
for 16 processors, with a continual improvement up to 128 
processors. 
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