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The Conference 

by GORDON M .  HEISLER, and LEE P. HERRINGTON, Conference cochairmen; 
respectively research forest meteorologist, USDA Forest Service, Northeastern 
Forest Experiment Station, Pennington, N.  J .  08534; and professor of meteorology, 
State University of New York  College of Environmental Science and Forestry, 
Syracuse, N .  Y .  13210. 

THIS IS A REPORT on tlie Conference on Metropolitan Physical En- 
vironment, lield in August 1975 a t  Syracuse, N.Y., where some 160 

scientists and planners met to discuss the use of vegetation, space, and 
structures to improve the amenities for  people who live in metropolitan 
areas. 

Nearly all tlie papers presented a t  the Conference a re  published in this 
Proceedings. A few of the papers were invited, but  most were selected by 
session chairmen from abstracts submitted. Some presentations were the  
so-called "poster papers" t ha t  provide ample and easy opportunity for  
direct communication between the  author and people particularly interested 
in the subject. 

The  conference was lield a t  the Everson Museum in downtown Syracuse. 
Financial support was provided by the  Pinchot Institute for  Environ- 
mental Forestry Research, Northeastern Forest Experiment Station, Forest 
Service, U.S. Department of Agriculture. Facilities, local meeting arrange- 
ments, and publicity were coordinated by the Sta te  University of New York 
College of Environmental Science and Forestry, a s  a continuing education 
service. The  American Meterological Society published the  complete pro- 
gram in their  Bulletin, supplied copies for  use a t  the conference, and later 
published a conference summary in the  Bulletin. 

The Pinchot Institute for  Environmental Forestry Research was estab- 
lished to  develop the knowledge needed to solve problems of policy formula- 
tion, land planning, and forest and open-space land management in and 
around metropolitan areas. I t  conducts a? interdisciplinary research pro- 
gram designed to improve urban living ~cnd i t ions  through manipulation 
of urban vegetation systems. 

The Pinchot program is a coordinated effort between the  U.S. Depart- 
ment of Agriculture, Forest Service, Northeastern Forest Experiment 
Station, and tlie Consortium for Environmental Forestry Studies, which is 
a n  organization of nine northeastern universities and the  Forest Service. 
The Consortium's Working Group on Urban Forest Amenities is one of 
eight technical groups through which Consortium research is organized. 

The  scientists in the  Forest Amenities Group have strong interests in the 
meteorology and acoustics associated with trees and forests in metropolitan 
areas. Through their research, they are  searching for  ways to  design more 
comfortable urban envircnments through manipulation of urban forest 
systems and open space. 

Initial studies of the Amenities Working Group indicated a need for  
exchange of information and cooperation with other disciplines and with 
people in other roles - managers, planners, and designers of urban spaces. 
This conference on metropolitan physical environments was planned to help 
meet tha t  need. 

To broaden the scope of the conference, a number of persons outside the 



Forest Amenities Working Group were recruited to serve on the conference 
program committee. The Conference was organized into eight sessions 
dealing with four subject a reas :  (1) urban meso- and micrometeorology, 
(2) acoustics, (3)  a i r  quality, (4)  and qualitative aspects of metropolitan 
environments. The word "qualitative" was used to organize discussion 
related to  the esthetics and function of metropolitan spaces, human be- 
havior, planning, and design. 

Conference attendees enjoyed several special events. The eminent ecol- 
ogist, Pierre Dansereau, of the  University of Quebec, set  the  tone for  the 
conference with a n  inspiring keynote address a t  the Monday evening 
plenary session. Dr. Dansereau stressed the importance of viewing en- 
vironmental problems holistically and described his conceptual model of 
global resource interrelationships. 

The Wednesday evening banquet address by Paul M. Friedberg, director 
of the  Urban Design Program, City College of New York, was both enter- 
taining and informative. Mr. Friedberg dramatically emphasized the im- 
portance of considering human needs and behavior in the design of urban 
parks and outdoor gathering places. During breaks between sessions, walk- 
ing tours of downtown Syracuse parks and plazas were led by landscape 
architecture student Margie Gershek. 

In  publishing these proceedings, i t  is the  intent of the  Northeastern 
Forest Experiment Station to show more clearly the role of trees in the  
context of t he  many physical and social variables of metropolitan environ- 
ments. Although some of the papers do not deal directly with vegetation, 
all papers do provide valuable background information for  the  distinctly 
interdisciplinary concerns of the emerging field of urban forestry. 

Program Committee 

Cochairmen of the Conference were: 
LEE P. HERRINGTON, State University of New York, College of Enviromental 

Science and Forestry; and 
GORDON M HEISLER, USDA Forest Service, Northeastern Forest Experiment 

Station. 
Other members of the program committee were: 

DONALD D. DAVIS, The Pennsylvania State University (Air Quality Session 
Chairman). 

DAVID DeWALLE, The Pennsylvania State University (Proceedings Editorial 
Committee ). 

CHRISTOPHER MACEY, State University of New York College of Environmental 
Science and Forestry ("Qualitative" Topics Session Chairman). 

PAUL MICHAEL, The Pennsylvania State University. 
DAVID R. MILLER, University of Connecticut (Proceedings Editorial Committee). 
GEORGE 13. MOELLER, Northeastern Forest Experiment Station. 
THOMAS NIEMAN, State University of New York College of Environmental 

Science and Forestry. 
HARRIET PLUMLEY, State University of New York College of Environmental 

Science and Forestry. 
GERHARD REETHOF, The Pennsylvania State University (Acoustics Session 

Chairman ). 
ROWAN A. ROWNTREE, Syracuse University (Plenary Session Chairman). 
ELWOOD L. SHAFER, JR., Northeastern Forest Experiment Station. 
PETER W. SUMMERS, Environment Canada (Meteorology Session Chairman). 



MESOSCALE METEOROLOGY 
OF METROPOLITAN REGIONS 

Overview of Urban Climate 

by ROSCOE R. BRAHAM, JR., professor, Department of the Geo- 
physical Sciences, University of Chicago, Chicago, 111. 60637. 

ABSTRACT. The broad features of urban climate anomalies are 
described and explained by combining recent METROMEX data 
with those from prior studies. The urban heat island is well 
understood, and urban effects upon cloud nuclei and cloud 
microstructure are clearly observed and explained in part; but the 
causes of urban effects upon rainfall remain speculative. 

IT IS APPROPRIATE that  this con- 
ference begin with a session on mete- 

orology. Not only a re  specific climatic 
effects associated with cities, but mete- 
orological conditions determine the ca- 
pacity of the atmosphere to transport, 
disperse, and scavenge pollutants and 
thereby influence the location and extent 
of pollution-related injury to plants and 
man. Moreover, wind and temperature 
a re  factors in the dispersal or ducting 
of sound pollution. 

Urban climate is a n  old subject; pub- 
lished papers go back over 150 years. It 
is inevitable, therefore, that  some of my 
material will be old-hat to some of you : 
to others i t  will provide an  entree into 
the field. However, most of my remarks 
will center around Project METROMEX 
and will represent material that  has ap- 
peared only in specialized publications 
and reports. 

I t  was about 1968-69 that  several 
scientists engaged in cloud-seeding re- 
search began to discuss the need for  
study of inadvertent modification of 
weather around large metropolitan 
areas. Out of this grew Project METRO- 

MEX, involving scientists from the Il- 
linois State Water Survey, the University 
of Wyoming, the Argonne National 
Laboratory, and the University of Chi- 
cago. We undertook a study of the 
location and magnitude of anomalous 
weather fields around St. Louis in an  
effort to establish cause-and-effect re- 
lationships linking those fields to causal 
agents in the city, and to the extent 
possible to generalize and extend our 
findings to larger issues in society. Sub- 
sequently, we have been joined by 
scientists from the Battelle Pacific 
Northwest Laboratories, the Stanford 
Research Institute, the Sierra Nevada 
Corporation, and the NOAA Wave 
Propagation Laboratory. 

The metropolitan St. Louis area was 
selected for study because i t  was large 
enough to have a significant pollution 
problem, yet small enough to be en- 
compassed by a project of practical size. 
St. Louis has a long history of public 
concern over pollution; i t  was the sub- 
ject of several prior meteorological 
studies; i t  has relatively light commer- 
cial a i r  traffic, thus making research 



flights practical; i t  was considered to be 
relatively free of major topographic in- 
fluences; and i t  was close enough to 
Illinois to justify expenditure of sub- 
stantial amounts of state resources. In 
addition to support from the State of 
Illinois, METROMEX is supported by 
the National Science Foundation, the 
Energy Research and Development Ad- 
ministration, and the Environmental 
Protection Agency. 

The subsequent choice of St. Louis for 
the EPA Regional Air Pollution Study 
(RAPS) has further indicated the ap- 
propriateness of St. Louis for such 
studies and should ultimately enhance 
the value of both projects. The geo- 
graphical setting and centers of opera- 
tions on Project METROMEX are  

shown in figure 1. Although this project 
is still in progress, there have been 
significant findings which, when added 
to prior data, allow us to determine 
many of the reasons for urban climate 
anomalies. Because of space limitations, 
detailed references to METROMEX 
publications are  not given in this paper. 
Readers are  referred to a recent sum- 
mary of METROMEX findings and 
publications (P~ inc ipa l  Zr~vestigators of 
Project METROMEX 1976). 

For some time i t  has been known that, 
in the absence of over-riding topo- 
graphic influences, cities a re  warmer 
than surrounding rural areas. They also 
have more fog, cloud, and rain, while 
receiving less sunshine. Cities appear to  
be drier during summer and more moist 

Fiaure I.-METROMEX area in eastern Missouri and central Illinois. 



during winter than the nearby rural 
areas. METROMEX has found an ex- 
cess of thunderstorms and hail down- 
wind of St. Louis. 

What can be said about the probable 
causes of these urban climatic ano- 
malies ? Four characteristic differences 
between urban and rural areas are  rec- 
ognized as  potential contributing causes 
for modifying weather around cities. 
These four factors are  : 

1. Contrasting thermal properties of 
urban-rural surfaces. Most cities 
abound in rock-like materials whose 
thermal conductivity and heat capa- 
city a re  high relative to those of soil 
and plant materials that  dominate 
the rural scene. These differences 
have profound effects on urban-rural 
temperature differences and local 
convection. 

2. Greater aerodynamic roughness of 
built-up areas. The tall and irregu- 
larly spaced buildings of cities rep- 
resent a much rougher surface, 
aerodynamically speaking, than do 
trees and low vegetation. This results 
in increased mixing (turbulence) 
and measurable convergence of the 
low level flow over cities. 

3. Smaller amounts of water available 
for evaporation in cities. In rural 
areas most of the rainwater remains 
near the surface and is evaporated 
or  transpired by plants. In cities, 
much of i t  is ducted away to non- 
urban areas for evaporation. The 
greater use of e n e r , ~  for evapora- 
tion results in lower rural tempera- 
tures. 

4. Anthropogenic heat, gases, and par- 
ticulates released over cities. Cities 
release large amounts of heat, gases, 
and particulates into the a i r  over 
them. Only recently have we come to 
recognize the contribution of these 
to weather effects. 

dustry and land use, and with meteoro- 
logical conditions, both ambient and 
recent past. We must anticipate that  
they contribute differently to different 
weather effects and that  their effects 
combine in different ways depending 
upon season, time of day, and regional 
lneteorological conditions. 

URBAN HEAT ISLAND 
One of the longest studied and best 

understood of the urban weather effects 
is the U r b a n  Hecct Island.  The charac- 
teristics of urban areas invariably result 
in slight warming of a i r  passing over 
them during daylight hours and in re- 
duced rates of cooling a t  night. The 
result is a shallow pool, or "island" of 
warm ai r  centered over the city and 
flowing off as  an  elevated plume in the 
downwind direction. (Exceptions a re  
cities under marked topographic in- 
fluences and in windy, cloudy periods.) 

When well developed, the heat island 
maximizes over the most densely built- 
up parts of the city and decreases out- 
ward to a sharp gradient around the 
urban boundary. The maximum surface 
temperature differences between urban 
and rural areas usually occur a t  night, 
in fall or winter months, and during 
clear skies and light winds of anticy- 
clonic weather conditions. 

For those in other disciplines, I should 
explain that  meteorologists use the term 
"surface" when referring to conditions 
in a i r  1 to 10 meters above ground level. 
The term "skin temperature" is used to 
denote conditions a t  the radiating sur- 
faces, as  seen by downward pointing 
radiometers. 

Measurements by the Illinois State 
Water Survey, in METROMEX, show 
that  the heat island a t  St. Louis is about 
what one would expect. Under clear to 
partly cloudly skies, i t  is best developed 
a t  2000 and 0200 CDT, becomes broader 
but less intense a t  0700 CDT, and is 

The relative importance of these four largely obscured by topographic factors 
factors probably varies with the size and a t  1100 and 1500 CDT. 
population of a city, its patterns of in- The diurnal variation of surface 



temperature differs between urban and 
rural stations. A rural site warms more 
quickly, from a lower minimum, during 
the early part  of the day, and cools 
more quickly during the afternoon and 
evening. 

The diurnal pattern of skin temp- 
eratures of urban and rural terrain is 
different from that  of a i r  a t  low levels. 
Measurements by Dabberdt and Davis 
(1974), using IR photometers on a low- 
flying airplane, showed that  the maxi- 
mum difference in skin temperatures a t  
St. Louis occurred early in the afternoon 
on clear summer days but during night 
hours on winter days. 

The intensities of heat islands in- 
crease with size of the city. Oke (1973) 
and Eagleman (1974) conclude that  i t  
varies with logarithm of population. 
Ludwig and Dabberdt (1973) propose a 
fourth root relationship. Landsberg 
(1974) shows that  careful measure- 
ments will reveal local warming around 
even a few residential buildings. 

Cloud cover and regional wind speed 
a re  important factors governing the 
development of heat islands. By alter- 
ing radiation exchange between the sur- 
face and atmosphere, the effect of clouds 
is to reduce the heat island intensity 
(Petersen 1969). Wind has the effect of 
ventilating a city and limiting the dif- 
ferences betwen urban and rural temp- 
eratures. Oke and Hannell (1970) sum- 
marize data on the critical wind speed 
above which a heat island is not usually 
detected, and show that  the critical wind 
(U) was related to population (P) 
through the equation 

U = 3.4 log P - 11.6. 111 
In deducing causes for heat islands, 

it is useful to start  by considering the 
thermal energy balance of the earth's 
surface, equation 2, 

S W J + L W J + A =  
E + P + S + T + LWt. [2] 

The energy sources for an  area of 
the earth's surface consist of that  por- 

tion of the solar radiation, SWJ, and 
atmospheric radiation, LWJ, which is 
absorbed by the surface, plus any an- 
thropogenic heat released from terrain 
objects (A) .  These energy sources a re  
balanced against the conversion of sen- 
sible energy into latent forms through 
evaporation and transpiration, E, and 
phctosynthesis, P ,  the flux of sensible 
heat into the subsurface, S, and by flow 
of sensible heat into the atmosphere by 
diffusion, T,  and IR radiation, LW?. 

Although all these terms contribute t o  
the forn~ation of heat islands, the most 
important appear to be energy used for  
evaporation and transpiration, flux of 
heat into the subsurface, and anthro- 
pogenic heat. 

Evaporation is largely responsible for 
keeping rural temperatures lower on 
sunny days. Heat stored in urban sur- 
faces during daytime, and returned to 
the a i r  a t  night, is responsible for  keep- 
ing urban areas warm long after radia- 
tion cooling dominates the rural scene. 

The importance of anthropogenic heat 
has been debated; however, data com- 
piled by Koenig and Bhumralker (1974) 
show that  the urban-heat release in 
Manhattan exceeds the solar energy ab- 
sorbed a t  the surface by a factor of 3.9. 
Even in an  open park-filled city like 
Washington, D. C., the areal average 
heat release is equivalent to over 25 per- 
cent of the solar insolation. 

STRUCTURE OF THE 
URBAN BOUNDARY LAYER 

The heat island and surface rough- 
ness of urban areas combine to modify 
the atmospheric boundary layer from 
its upwind character. This modification 
is three-dimensional and varies with 
time of day and meteorological condi- 
tions. Observations of horizontal and 
vertical winds, temperatures, and water 
vapor, with sufficient accuracy and de- 
tail to delineate the urban boundary 
layer structure, a re  difficult to make and 
as yet inadequate to allow a complete 
description of it. 



METROMEX studies show that  tlie 
St. Louis heat island is measurable 
through the depth of the mixing layer. 
Temperature excesses of 1°K frequently 
are  found as high as 800 m agl. During 
the summer days we find a mimimum 
in specific humidity with height-aver- 
aged deficits of 1 g k,-1 not unusual. 
These anomalous fields are  displaced 
downward from the urban center by 
ambient winds. We sometimes find above 
the heat island a shallow cap of a i r  
slightly cooler than rural a i r  a t  the same 
levels. 

The top of the mixing layer a t  St. 
Louis domes up over the city in daytime, 
and morning rise-rates a re  faster than 
over rural areas. Tlie mixing layer fre- 
quently undergoes a diurnal cycle as  
described in following paragraphs. Sum- 
mer convective clouds appear earlier 
over the city and usually have higher 
bases than those over rural areas-up 
to 300 m in some cases. 

Low level airflow a t  St. Louis is mark- 
edly perturbed by the city in light wind 
conditions. METROMEX data show 
that  a frequent result is airflow con- 
vergence up to an average height of 
1250 m with values as large as 0.5 x 
sec-I up to levels of 800 m agl. Measure- 
ments of atmospheric parameters and 
urban aerosol particles within and below 
cloud bases, plus results of tracer ex- 
periments, prove that  a i r  from the urban 
boundary layer feeds into and alters the 
properties of clouds. Measurements also 
show that  clouds and rain a re  signi- 
ficant removal mechanisms for urban 
pollutants. 

Numerical modelling suggests that  the 
thermal excess a t  St. Louis is more im- 
portant than surface roughness in rais- 
ing the depth of the mixing layer, and 
under certain conditions, in displacing 
i t  downwind. 

By combining these METROMEX 
observations with data from a number 
of other sources, we can outline the 
iliajor features of the urban boundary 
layer during suilimer and fall convec- 

tive weather conditions. Although this 
analysis is pointed particularly toward 
sunimer conditions a t  St. Louis, i t  
should also serve as a point of departure 
for analyzing the boundary layer over 
other cities and during other seasons. 

Before sunrise over rural areas one 
usually finds a deep radiation inversion. 
The inversion may be capped, or even 
replaced, by an isothermal layer if fog 
or heavy haze is present (Pilie et  nl. 
197'5). Reduced vertical mixing across 
the inversion tends to decougle the 
winds from the surface resulting in 
light winds in the inversion and a sharp 
wind increase across it. Any shear- 
driven mixing layer will be quite thin. 

Over both urban and rural areas, we 
may find considerable amounts of haze 
as a result of upward mixing (some- 
where upstream) on previous days. Fre- 
quently tlie haze develops into layers 
along internal stable levels. The top of 
the haze may be very sharp, correspond- 
ing to a stable layer, and accompanied 
by a sharp drop in humidity. Other 
times the haze top will be ill-defined, 
merely thinning gradually with height. 

Frequently, when the haze has a well- 
defined top, in early morning i t  will 
carry a thin stratus cloud layer formed 
through nocturnal radiational cooling 
from the haze. Meteorologists frequently 
call the entire haze layer, the "mixed 
layer" to differentiate i t  from the layer 
of active mixing, the "mixing layer" 
within it. 

Over the city before sunrise, because 
of the heat island, any surface radiation 
inversion will be weak, perhaps limited 
to large air-drainage areas such as along 
river channels. The absence of a strong 
low-level inversion allows the wind to 
remain more tightly coupled to the sur- 
face, resulting in a turbulent mixing 
layer. At  sunrise this layer may be 300 
to 400 m thick and filled with smoke 
and haze; i t  may be capped with a weak 
elevated inversion. Above the surface 
mixing layer the haze and any stratus 



Figure 2.-Height-time cross section of the aerosol structure over St. 
Louis on 13 August 1971 as observed by Russell et a/.  (1974). 

cloud will be very similar to that  over 
the rural areas. 

After sunrise, both in urban and rural 
areas, any stratus present and the haze 
particles, will adsorb solar and IR sur- 
face radiation and begin to evaporate, 
improving visibility in the haze levels. 
These processes a t  St. Louis a re  seen 
clearly in time-height cross sections ob- 
tained by our colleagues from Stanford 
Research Institute with their Lidar 
(fig. 2, Russell e t  al. 1974). 

In rural areas, the surface tempera- 
tures will rise rather quickly because the 
surface inversion limits the depth of 
initial heating. Dew may be present, in 
which case the initial temperature rise 
is delayed by diversion of energy into 
its evaporation. This in turn will pro- 
vide additional vapor and tend to cause 
low-level visibility to decrease, or fog to 
thicken, for  a brief interval in the man- 
ner discussed by Pilie et  ccl. (1975). 

Within the city after  sunrise, skin 
temperatures begin their climb almost 
immediately, aided by reduced amounts 
of dew. This results in a superadiabatic 
surface layer and initiates thermal con- 
vection. Uninhibited by a strong surface 

inversicn, these "thermals" begin to 
thicken the mixing layer by enfolding 
a i r  from above it, diluting the smoke 
and haze that  has accumulated during 
the night. Because of the greater depth 
of a i r  involved, the surface temperature 
will rise less rapidly than in the rural 
areas. As the mixing layer deepens and 
larger and larger thermals a r e  involved, 
the top takes on a hummocky character 
seen so nicely in the Lidar data. 

We are  assisted in visualizing these 
dry thermal plumes through the work of 
Hall et  nl. (1975), who used three co- 
volume scanning acoustical sounders to 
study dry thermals near Boulder, Colo- 
rado. Their data show that  individual 
thermals tended to rise nearly vertically 
and advect with the wind. They were 
more sharply defined on the upwind 
edge and less so on the downwind. (Per- 
haps due to mixing with the environ- 
ment?) When the mixing layer was 
unstable to depths of 300 to 500 m, 
thermal updrafts were 2 mps and more 
over a broad mid-height range. Between 
the thermals were downdrafts with 
speeds of about one-half that  of the up- 
drafts. From double theodolite pilot- 



balloon data a t  St. Louis, Ackerman 
(1974) ,  found similar values for dry  
vertical currents in the urban boundary 
layer. This "boiling" of the lower atmo- 
sphere is made visible on the Lidar by 
the presence of large quantities of aero- 
sol particles (note fig. 2, 1130 to 1530 
CDT) . 

After burnoff of the radiation inver- 
sion, the rural mixing layer develops in 
a similar manner but a t  a slower rate. 
According to Lidar data a t  St. Louis, 
the rural buildup lags that  over the city 
by about 2 hours. 

For several hours near mid-day, both 
urban and rural areas may have super- 
adiabatic surface layers, above which 
the lapse rate is nearly adiabatic to the 
top of the mixing layer. In some in- 
stances, these superadiabatic layers a re  
surprisingly deep. Using data from an 
instrumented TV tower in suburban 
Philadelphia, Davis and Newstein ( 1 9 6 8 )  
showed superadiabatic layers over 270 m 
deep on several days of pollution epi- 
sodes in November 1966 and January 
1967 ; presumably they are  even deeper 
in summer. 

On clear days the loss of energy by 
radiation and diffusion begins to exceed 
the incoming radiation by mid- to late 
afternoon, and surface temperatures 
s tar t  to decline. Typically, urban areas 
lag the rural by an hour or so in the 
onset of evening cooling. As surface 
temperatures decline, the source of 
energy for  dry  thermals is cut off and 
vertical mixing decreases. 

On days when moisture conditions in 
the lower part  of the boundary layer 
a re  adequate, clouds form a t  the tops of 
the strongest thermal plumes. When the 
mixing layer is limited by a strong 
stable layer, these clouds appear to sit 
in the top of the mixing layer with only 
their tops protruding above i t  (fig. 2) .  
Under more favorable conditions, bulg- 
ing cumuli may rise through the mixing 
layer to some elevated stable layer 
where their growth is arrested. Here 
they evaporate, leaving the pollutant 

materials they had ingested through the 
base as an  elevated haze layer. 

On days with very large cumulus 
clouds, the vertical structure of the 
boundary layer deviates from the ord- 
erly progression described above. For 
now the a i r  motions induced by the 
cloud, (inflow into updrafts and outflow 
from downdrafts), begin to dominate 
the local wind field; evaporation of rain 
may destroy the heat island. In addi- 
tion, cloud-shadowed and rain-cooled 
surfaces a re  less effective in feeding 
thermals. 

The cool temperatures and high visi- 
bility of a i r  that  had descended in the 
downdraft and spread over the surface 
as  a cool a i r  dome a re  in marked con- 
t ras t  to the hot, hazy conditions before 
the storm. 

In terms of a i r  pollution, a major im- 
pact of large convective storms over 
urban areas is their ability to suck up 
very large volumes of surface-polluted 
air,  scavenge many of the pollutants for 
deposition in the rain, and exhaust the 
remainder a t  heights up to the tropo- 
pause. Large convective storms over 
urban areas probably contribute ap- 
preciably to the Junge sulfate layer in 
the lower stratosphere. 

Before leaving the subject of urban 
boundary layers, let's consider the re- 
sults of numerical models of flow over 
heated islands. Estoque and Bhumralker 
( 1 9 6 9 )  show that  for wind and stability 
conditions typical of summer a t  St. 
Louis, enhanced vertical mixing result- 
ing from the heat island and surface 
roughness will bring down the higher 
momentum winds aloft, causing a grad- 
ual acceleration of the horizontal winds 
and slight subsidence over the heated 
surface. This study also shows that  the 
main convective updraft will be dis- 
placed to the downwind edge of the is- 
land, very suggestive of the downwind 
thermal plumes observed by Clarke 
(1969)  a t  Cincinnati. If the models can 
be applied to conditions over urban 
areas, subsidence could help explain the 



moisture deficits observed over St. 
Louis. Moreover, the downwind dis- 
placement of the convection field fits 
with observed rain excesses on the 
downwind side of the city. 

URBAN EFFECTS UPON 
CLOUDS AND HAZE 

Cities such as  St. Louis have a marked 
effect upon the sizes and concentrations 
of drops in clouds that  ingest the urban 
air. This effect results from the large 
numbers of cloud condensation nuclei, 
CCN, that  form within the urban plume. 
The processes whereby this takes place 
are  outlined in figure 3. 

In the pristine atmosphere, f a r  re- 
moved from man-made influences, CCN 
are  thought to be submicron particles of 
ammonium sulfate and sea salt. The sul- 
fate appears to come from biologically 
derived sulfur gases such as H,S. In  
urban atmospheres large quantities of 
SO, a re  released from fossil fuel com- 
bustion and by certain industrial and 

mining-smelting activities. Much of this 
sulfur dioxide quickly mixes to the sur- 
face where i t  is absorbed by plants in 
the first few hours downwind (at least 
in summer). METROMEX studies give 
a half-residence time of 4.5 hours for 
SO, released from St. Louis in summer. 

Some small fraction of the SOz under- 
goes gas-to-particle conversions to give 
small particles of sulfuric acid and sul- 
fates. Chemists still a re  studying the 
various reactions involved in this pro- 
cess, but there seems to be general 
agreement that  the transformation is 
most rapid in the presence of sunlight, 
water, and trace catalytic surfaces. Sul- 
f u r  dioxide is not the only gas that  
undergoes conversions to particles. Ox- 
ides of nitrogen from automobile ex- 
haust, and other urban effluents, may 
undergo similar transformations. 

Particles formed by gas-to-particle 
conversions quickly reach sizes of 
5 x 10-6 cm and are  called Aitken par- 
ticles or Aitken condensation nuclei 
(ACN) since they a re  measured in de- 

Figure 3.-Schematic outline of processes responsible for the production 
of urban nuclei and urban aerosols. 
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Figure 4.-Aitken nuclei plumes in the urban boundary layer over St. 
Louis on 3 August 1974, with superimposed plumes of SO2 as measured 
by Vaughan et  a/. (1975). The plumes in the upper right show the SO2 
overburden (gm/m2) above two north-south highways. 

vices that  cause them to nucleate drop- 
lets through supersaturations of several 
fold. 

The concentrations of ACN in clean 
oceanic air ,  or  over land well above the 
influences of man's activities, usually 
a re  a few hundred cm-3. In the rural 
boundary layer upwind of St. Louis, 
summer concentrations a re  of order 
lo3 In  the urban plume typical 
values a re  lo4  - 10bm-3 .  Estimated 
source strengths of industrial areas are  
about 1-3 x lo6 seer1. 

Aitken particles a re  too small to 
directly affect clouds, but they serve as 
excellent tracers of the urban plume. 
Using data from our instrumented air- 

plane, we have prepared maps showing 
ACN plumes for selected clear-sky situa- 
tions. One such is shown in figure 4. 
These maps show several Aitken particle 
plun~es arising from industrial areas 
and large power stations, the large SOz 
emitters in data compiled by EPA. Pre- 
sumably highway traffic also is a con- 
tributor to urban ACN, but our data in 
St. Louis do not readily resolve such 
disperse sources. While we were obtain- 
ing these data, other scientists were 
measuring the vertically integrated SO, 
along two highways over which the air- 
plane was flying (Vaughan et  al. 1975).  
Their results a re  also shown in the 
upper right quadrant of figure 4. I t  is 



clear that  the ACN plumes coincide 
exactly with total SO, plumes. 

Maps such as  these show that  the ur- 
ban plume is a composite of plumes 
from a number of intense point sources 
superimposed upon a background from 
the city. Our data show that  in the 
neutrally buoyant boundary layer, the 
ACN plumes quickly mix vertically 
through the depth of the mixing layer 
and spread horizontally about 10 degrees. 

Once formed, Aitken particles con- 
tinue to grow by further adsorption and 
oxidation of SO,, and by coagulation 
among themselves. New ones keep form- 
ing and others a re  destroyed by coagula- 
tion and by interception by haze and 
cloud particles. The latter process is 
relatively slow since our measurements 
inside urban clouds show ACN concen- 
trations exceeding nearby clear a i r  
values several fold, a t  least up to 3 km 
above cloud base. 

The larger the size of a submicron 
soluble particle, the lower the super- 
saturation required for i t  to nucleate 
and begin growth into a cloud drop. The 
supersaturation in the bases of many 
clouds is approximately 0.5 percent 
(R.H. = 100.5 percent). Particles cap- 
able of nucleating in this range of super- 
saturation are  called cloud condensation 
nuclei (CCN) . 

Our measurements a t  St. Louis show 
that  the city is a source for CCN, in 
both winter and summer, with source 
strengths of about lo4 sec-l. This 
is equivalent to a volume source of about 
0.1 particle seep1 cm-3 of urban plume. 

One of the key issues as  to whether 
urban CCN can be small sulfate parti- 
cles concerns the reaction rates of SO2 
conversion into SO ,. Measurements of 
sulfates in rain over and immediately 
downwind of St. Louis account for 10 
to 20 percent of the SOz emission, ac- 
cording to METROMEX measurements. 
If one assumes that  all urban CCN are  
pure sulfate formed from SO,, the 
amount required is substantially less 
than that  observed. Thus i t  appears that 

conversion of SO, can account for urban 
CCN, a t  least in St. Louis. 

Ingestion of anthropogenic CCN into 
the bases of urban clouds results in drop 
concentrations up to twice that  of 
nearby rural clouds. The sizes of urban 
cloud drops are  correspondingly smaller 
and the spectra more peaked. A typical 
example of urban and rural cloud drop 
spectra is given in figure 5. These ob- 
servations a re  in accord with theories 
relating drop spectra to CCN and up- 
draft speeds (Mordy 1959, Warner  1969, 
F i t z g ~ ~ n l d  1972). 

HAZE FORMATION 

The mechanism of urban CCN pro- 
duction and nucleation in urban clouds 
appears to be closely related to one of 
the most serious of all air-pollution 
problems-viz., the formation of haze 
and low visibility during periods of 
stagnant anticyclonic circulation. Dur- 
ing such periods, we find that  the mini- 
mum visiblity is in the upper part  of the 
mixing layer where there is a scattered 
to broken layer of shallow cumulus 
clouds. These clouds evaporate without 
raining. Between the clouds, and below 
their bases, a re  haze particles with 
modal sizes of several microns, and con- 
centrations of order 1 cm-3 of particles 
up to 15 microns diameter. To be stable 
a t  the slight subsaturations involved, 
these haze particles are  most likely small 
solution drops. 

We believe that  these particles form 
by repeated cycling of Aitken particles, 
SO,, and CCN through the short-lived 
clouds (fig. 3 ) .  With each nucleation 
and growth into a droplet, the CCN 
grow larger. The end product is a large 
number of large solution particles. 
Easter and Hobbs (1974) discuss the 
chemistry of this process when operat- 
ing in shallow wave clouds. 

Once created, these solution drops can 
survive vertical mixing through the 
depth of the mixed layer and advection 
over great distances from the SO, 



Figure 5.-An example o f  the effect o f  urban-CCN on size spectra o f  
drops in clouds. Note the great difference between rural spectra 
(southeast end o f  the track) and those downwind o f  industrial areas and 
large power stations. 

sources. In a sense these drops con- involving interacting cloud dynamical 
stitute a disperse cloud which in severe and cloud microphysical processes, both 
pollution episodes may become thick of which a re  poorly understood and de- 
enough to obscure the sun. pendent upon conditions of the atmo- 

URBAN EFFECTS 
UPON PRECIPITATION 

sphere below and around the clouds. 
Urban rainfall effects have been 

studied in two wavs: bv statistical an- 
The meteorology of urban effects upon alysis of precipitation elements observed 

precipitation is poorly understood com- around cities and by studying the urban- 
pared with that  of the urban heat island rural difference of cloud dynamical and 
and the changes in cloud microstructure cloud physics parameters known a priori 
and visibility resulting from the growth as related to natural precipitation. 
of urban CCN. The issues are  a t  least Viewed by one who has not been in- 
an  order of magnitude more complex, volved in the statistical treatment of 



observed rain around cities, this ap- 
proach seems to be troubled by questions 
of the accuracy and representativeness 
of historical data and by the difficulty 
in separating urban effects from local 
topographic effects. I t  is well established 
that  low hills (100 to 200 m) can pro- 
duce local precipitation anomalies com- 
parable to that  attributed to urban 
effects (e.g., Jones et  al. 1974, B e r g e r o n  
1968). Every city is uniquely integrated 
into its local topography, and there is 
no statistical device that  will unambigu- 
ously separate natural topographic ef- 
fects from those due to man's alteration 
of the topography by buildings, parking 
lots, etc. Weekend vs. weekday parti- 
tioning of the data and stratifying by 
wind direction can help reduce, but not 
eliminate, this problem. 

The belief that  there is more rain in 
or near cities than would have occurred 
a t  the same location had the city not 
been built seems to rest mainly upon 
two facts : (1) local excesses have been 
observed a t  a number of (though not 
all) cities located in a variety of topo- 
graphic situations; and (2)  studies of 
historical data have shown increasing 
rain anomalies a t  some cities as they 
have grown and become industrialized. 

METROMEX has been involved in 
statistical analyses of rain data, but i t  
also has been deeply involved in measur- 
ing physical variables associated with 
rain a t  St. Louis in an  effort to under- 
stand the physics of urban rainfall. Ac- 
cording to studies from the Illinois State 
Water Survey, the largest urban effects 
a t  St. Louis are  associated with squall 
lines and squall zones, conditions favor- 
able for natural development of large 
clouds and moderate to heavy rain. Thus 
we a r e  faced with the task of working 
with large clouds whose mere size and 
complexity make direct observations 
difficult. 

A number of hypotheses have been 
advanced for  physical mechanisms 
whereby cities might induce local rain 
excesses. These tend to divide into two 

groups : those stressing dynamical ef- 
fects arising from the heat island and 
surface roughness, and those involving 
microphysical effects associated with 
urban derived nuclei, aerosol particles, 
etc. In either case, one assumes that  the 
urban effect operates by altering natural 
precipitation mechanisms in some 
manner. 

There are  two mechanisms of natural 
precipitation ( B y e r s  1965). The first 
recognized and best known is one involv- 
ing ice particles growing by vapor dif- 
fusion in a supercooled cloud; i.e., a 
cloud of liquid droplets which have 
cooled below 0°C without freezing. Ice 
particles a re  initiated by ice-forming 
nuclei ( I F N ) .  In general, I F N  are  not 
the same particles as CCN. 

Although data a re  conflicting, so f a r  
i t  appears that  St. Louis is not a signi- 
ficant source of IFN. In fact, it may act 
to poison natural IFN, especially in the 
winter months. 

The second mechanism of natural rain 
formation involves collision and coal- 
escence between cloud drops. Many col- 
lisions a re  required because a single 
rain drop has the mass of about one 
million cloud drops. Initiation of this 
mechanism is favored by a broad spec- 
trum of cloud drops such that  drops 
larger than about 40 microns diameter 
can overtake and coalesce with smaller 
ones. This mechanism does not require 
ice particles and can operate equally ef- 
fectively in clouds either warmer or  
colder than freezing. 

I t  has been known for some time that  
coalescence is the dominant mechanism 
for initial development of rain in cumu- 
lus clouds in the Midwest in summer. 

Theory says that  the narrow drop 
spectra in urban clouds should delay 
initiation of the coalescence mechanism. 
But in fact, the RHI radar shows that  
coalescence is speeded up, not delayed, 
in summer clouds over St. Louis. It ap- 
pears that  these clouds also develop a 
few very large cloud drops, too large to 
relate to the CCN spectra as usually 



measured. These drops appear as a 
"large drop tail" on spectra measured 
in clouds downwind of the city. We 
presume that  these large drops a re  as- 
sociated with particulate pollution from 
the city. 

When developing precipitation in a 
cloud becomes intense enough to be de- 
tected by radar we have what is called a 
radar "First Echo" ( F E ) .  In the St. 
Louis study we find that  FE's are  
warmer than O°C, hence a re  coalescence 
induced. Also, on average, urban F E  are  
slightly lower and warmer than those of 
rural areas. 

The Greenville 3-cm radar shows tha t  
the frequency of formation of F E  is not 
uniform over the radar area, with a 
region of maximum occurring over and 
downwind of St. Louis. 

At  the time cumulus clouds produce 
3-cm FE's, they have tops barely reach- 
ing the freezing level. Unless these 
clouds continue to grow, the rain they 
produce will be rather modest. 

Let's turn  to some of the Illinois State 
Water Survey measurements of summer 
rain a t  St. Louis. They show that  the 
rain pattern for the first three summers 
of METROMEX was a north-south 
ridge of rain excesses about 10 miles 
east of the Mississippi River, and a 
trough of low rain amounts across the 
western suburbs. The greatest rain 
totals were around Edwardsville, Illi- 
nois, about 18 miles northeast of the 
famous St. Louis riverfront Arch. The 
average rain amount in the ridge is 
about 1.36 that  of the trough. 

Over 60 percent of the rain in the 
Edwardsville area occurred in storms 
depositing an inch or more. In addition, 
Edwardsville had substantially more 
thunderstorms and hail than were ob- 
served west of the Mississippi River. 
Obviously the rain excess a t  Edwards- 
ville came from clouds much larger than 
those producing FE's. 

When rain periods were stratified by 
pre-storm wind direction, the downwind 

quadrant had the larger amounts of 
rain. 

The fraction of each station's total 
rain that  fell during the hours of strong- 
est convection, 1500-1800 CDT, shows a 
strong maximum centered directly over 
the city. 

Time and space does not permit enum- 
erating the many other observations 
about clouds and rain which a re  avail- 
able on METROMEX. These may be 
obtained from the Project Principal 
Investigators. 

The most thoroughly developed hypo- 
thesis, thus far ,  to explain the excess in 
summer rain east of St. Louis, is tha t  of 
Eoatman and Auer (1974). Measure- 
ments made by the University of 
Wyoming group showed that  some 
thunderstorms moving into the city 
picked up drier and warmer urban a i r  
(lower /I,,), which caused the updraft to 
weaken. University of Chicago radar 
showed decreases in the heights of the 
echo tops shortly thereafter. Boatman 
and Auer argue that  the decreasing 
strength of the updrafts would accel- 
erate the release of suspended precipita- 
tion. 

This hypothesis is logical and fits 
observations. I t  may indeed account for  
some of the rain excesses over the city. 
However, i t  is hard to see how it relates 
to the observation of increased thunder- 
storms and hail east of the city since 
these storms would presumably be de- 
clining in intensity as they cross the city. 

A second hypothesis that  seems rea- 
sonable but is less well investigated says 
that  the low-level instability associated 
with the heat island, plus any action of 
the city to focus and localize the release 
of regional instability, might be suf- 
ficient to allow the development of large 
clouds in marginal situations. For ex- 
ample, i t  has been observed that  radar 
echoes near St. Louis have a bimodal 
top-height distribution. Large numbers 
of echoes have tops around the freezing 
level as a result of mid-level stability on 
convective days. If the additional buoy- 



ancy a t  cloud base permits some of these ENHANCEMENT OF CLOUD CONDENSATION NU- 
CLEI IN CLOUDS. J. Atmos. Sci. 31:1586-1594. clouds to penetrate the stable layer and Estoque, M. and C. M. Bhumralkar. 

reach glaciation levels of -10 to -20°C, 1969. FLOW OVER A LOCALIZED HEAT SOURCE. 

the heat of glaciation may then provide 
F i ~ ~ ; a ~ ~ , " ~ e S R ~ ;  97 :850-859. 

significantly additional growth, and more 1972. A STUDY OF THE INITIAL PHASE OF CLOUD 

rain. I t  may also be that  glaciation is 
accelerated in urban clouds through 
microphysical processes associated with 
urban derived nuclei; however, this pos- 
sibility has not been demonstrated. 

At  this time, and stressing again that  
Project METROMEX is still in pro- 
gress, i t  seems to me most likely that  
any urban effects upon rainfall a re  as- 
sociated with cloud dynamical effects 
associated with the heat island and sur- 
face roughness. Cloud microphysical ef- 
fects, so obviously important in altering 
cloud-base microstructure and in the de- 
velopment of haze, are  probably of less 
importance in explaining rain anomalies 
unless there a re  feedback processes that  
we have not yet explored. 
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Mesoscale Features of Urban 
Rainfall Enhancement 

by F. A. HUFF, lllinois State Water Survey, Urbana, 111. 61801. 

ABSTRACT. Analyses of data from the first 4 years of a 5-year 
research project at St. Louis indicate a substantial enhancement of 
summer rainfall downwind of the urban-industrial complex. This 
anomaly appears to be caused primarily by the intensification of 
naturally occurring storm systems through the addition of heat and 
raindrop nuclei from the urban area. Most of the enhancement is 
associated with organized storm systems and is most pronounced 
during and after the period of maximum diurnal heating. 

SINCE 1971, AN EXTENSIVE field 
and analysis program (METRO- 

MEX) has been under way in the  St. 
Louis region to investigate the  causes 
and effects of urban enhancement of 
precipitation in and downwind of large 
urban-industrial complexes (Chnngnon 
et  nl. 1971). Huff and Changnon (1972)) 
in a study of eight major  cities in the  
United States, found tha t  t he  urban en- 
vironment tends to enhance total pre- 
cipitation, heavy rainstorms, and severe 
weather (hail, thunderstorms) in the 
vicinity. 

The  St. Louis program involves var- 
ious types of surface and low-level 
atmospheric measurements of meteoro- 
logical parameters. However, this paper 
is concerned only with findings for  the  
summers of 1971-74 tha t  have been ob- 
tained from analyses of data from a 
dense network of 225 recording rain 
gages in a circular a rea  of 5,200 km2 
(fig. 1 )  and a 10-cm P P I  radar  (FPS-  
18) .  These two data sources have 
provided much information on the 
differential time and space character- 
istics of summer precipitation exposed 
to (1)  the  urban environment, (2)  re- 
gional topographical influences, and (3)  
flat rural  areas tha t  serve a s  a control 
in evaluating urban and topographical 
effects on the  regional rainfall distribu- 
tion. Summer is emphasized because 
the  earlier climatic studies (Huff and 
Chnngnon 1972) showed tha t  the urban 

effect is most pronounced a t  t ha t  time 
in the Midwest. 

In the  METROMEX analyses, four 
potential sources of localized weather 
effects were evaluated : the major  urban- 
industrial area of St.  Louis, a major  
industrial a rea  located 10 to 15  km 
north of St. Louis a t  Alton-Wood River, 
and two orographic features (fig. 1 ) .  
The first of these topographic features is 
the Ozark Hills, which begin a few kilo- 
meters southwest of St. Louis, and the  
second is the  bottomlands of the Mis- 
souri River, northwest of St. Louis and 
west of Alton-Wood River. The rough- 
ness of the hills can accelerate both the 
development and intensification of con- 
vective clouds, and the bottomlands a r e  
a heat-moisture source conducive to de- 
velopment of convective clouds. 

SUMMER RAINFALL PATTERN 
In the  Edwardsville area the total 

summer rainfall for  1971-74 (fig. 1 )  in- 
dicates a peak tha t  is frequently down- 
wind of both urban-industrial areas, 
since westerly winds prevail. The  Ed- 
wardsville high (120 cm) represents a 
30 percent positive deviation f rom the  
network mean of 91.3 cm, or  more than  
two standard deviations above the mean. 
The location of this peak and ' i t s  large 
departure from the network mean a r e  
considered strong supporting evidence 
of an  urban enhancement of precip- 
itation. The  lightest rainfall in the  



Figure I .-Total summer rainfall, 197 1-74. 

four-summer period occurred west and 
southwest of the major industrial area, 
which is located along the east of the 
river. The low region is usually upwind 
of the industrial region. Thus, the four- 
summer pattern (fig. 1) shows highs in 
regions most frequently downwind of 
the major urban-industrial areas (north- 
east, east, and southeast of the river) 
and lows in areas upwind of the urban- 
industrial complexes. 

SYNOPTIC WEATHER RELATIONS 
An important consideration in evalu- 

ating the causes of urban rain en- 
hancement is the distribution of the 
precipitation by synopic weather types. 
In the METROMEX research, efforts 
have been made to determine what 
weather processes are  active in all rain 
periods, with special emphasis on the 
early stages of each rain period, when 
the urban heat island should exert its 

niaximum effect. In so doing, storms 
have been classified into five basic syn- 
optic types (Vogel and HufS 1975). 
These include fronts (cold, warm, sta- 
tionary), squall lines or squall areas, 
prefrontal and postfrontal rains, low- 
pressure center passages, and nonfrontal 
air-mass storms. 

Results to date indicate that  more 
than 75 percent of the summer rainfall 
in the St. Louis region is associated with 
organized squall lines and squall areas. 
These and cold fronts have accounted 
for nearly 90 percent of the total rain- 
fall on the rain-gage network. Although 
air-mass storms have accounted for 
more than one-third of the summer 
storm occurrences, they produced less 
than 3 percent of the total network rain- 
fall in 1971-73. This has led to the 
tentative conclusion that the more active 
and intense the synoptic situation, the 
greater are  the chances that  the city 



will effectively enhance the precipita- 
tion. The air-mass storms, which are  
unorganized, spatially scattered and 
usually short-lived, have contributed 
very little to the rainfall highs east- 
erly of the urban-industrial complexes 
(fig. 1.) 

WIND-RAIN RELATIONSHIPS 
Another useful analysis in evaluating 

the urban effect is to determine the as- 
sociation between surface or low-level 
winds before rainstorms and the pattern 
of the resultilig rainfall. Both storm 
movement and the ingestion of heat and 
particulates (source of rain drops nuclei) 
into storm systems are  related to the 
low-level wind field. Therefore surface 
winds have been grouped according to 
the quadrant from which they blow and 
averaged for 1 to 3 hours before rain- 
fall, depending upon wind speed. With 
an  active urban enhancement mechan- 
ism, the rainfall would be expected to 
maximize in the quadrant downwind 
of the city with a given wind movement. 

Results to date indicate that ,  in gen- 
eral, the expected distribution occurs. 
For  example, in 1973 (table 1)  the 
above hypothesis held for all wind move- 
ments. That is, with winds blowing 
from the northeast quadrant (0'-89') 
the maximum rainfall with these sur- 
face winds (1.40 cm) was in the south- 
west quadrant. Similarly, the heaviest 
seasonal rainfall with southeast winds 
was in the northwest quadrant (15.00 
cm) , the maximum with southwest 
winds in the northeast quadrant, and 

the peak with northwest winds in the 
southeast quadrant. That  is, in each 
case the highest percentage in each 
quadrant occurred when the prevailing 
wind prior to rainfall was blowing 
across the urban-industrial area. The 
wind-rainfall relations provide addi- 
tional evidence of the reality of the ob- 
served tendency for the urban environ- 
ment to enhance the naturally-occurring 
rainfall downwind of the city. 

DIURNAL DISTRIBUTION 
OF THE URBAN EFFECT 

I t  was hypothesized that  the urban 
effect would maximize diurnally during 
and immediately after the period of 
maximum solar heating. At that  time, 
the urban heat discharge combined with 
the solar heating would tend to produce 
maximum destabilization in the lower 
layers of the atmosphere. Then con- 
vective growth or development would be 
favored by the increased thermodynamic 
instability and/or transferal of raindrop 
nuclei from stack discharges to cloud 
base, where they could stimulate the 
cloud-precipitation processes. 

Analyses showed that  rainfall tended 
to maximize over the immediate urban 
area (fig. 2) in the late afternoon. From 
1500 to 1800 CDT, several rain gages in 
the southeastern part  of St. Louis re- 
corded more than 40 percent of their 
total rainfall for  the three-summer 
period 1971-73. A considerable portion 
of the urban area (fig. 2) had percent- 
ages that  exceeded two standard devia- 
tions above the network mean of 24 

Table I.-Relation between prevailing surface wind direc- 
tion before start of rain and network rainfall during 
summer 1973 

Prevailing Mean rainfall (cm) for given network quadrant 
wind 

direction NE  S E  SW NW 

N-E 0.15 0.51 1.40 0.69 
E-S 12.20 12.97 12.50 15.00 
S-W 11.58 10.00 3.08 2.47 
W-N .25 1.02 -25 .15 



Figure 2.-Rainfall pattern for 1500- 1800 CDT, 197 1-73. 

percent of the total rainfall for the three 
summers. During the following three 
hours, 1800-2100, the high in the diurnal 
pattern shifted eastward, as would be 
expected with raincell initiations in the 
urban area leading to raincell mergers 
and intensification of rainfall easterly 
of the urban-industrial areas. The later 
high was centered approximately 20 km 
east of the center a t  1500-1800 (fig. 2) 
and had amounts exceeding two stand- 
ard deviations above the network mean. 
Thus the diurnal patterns provide fur-  
ther evidence of an urban-induced en- 
hancement of the natural rainfall down- 
wind of the urban-industrial area. 

URBAN EFFECTS O N  
HEAVY RAINFALL 

Another finding from the eight-city 
climatic study (HufS and Changnon 
1972) was that  the urban effect was 
most active on days when atmospheric 

conditions were favorable for storm de- 
velopment from natural processes, and 
this resulted in a substantial increase in 
the number of heavy rainstorms down- 
wind of large urban-industrial areas. 
The earlier finding has been supported 
by the METROMEX studies, in which 
the frequency of storm rainfalls of 25- 
mm or more and their contribution to 
the total seasonal rainfall have been de- 
termined. These storms are of an  in- 
tensity to be of importance to the 
hydrologist concerned with the design 
and operation of urban storm and sani- 
tary sewer systems. 

Analyses of the frequency of 25-mm 
rainfalls a t  each rain gage during the 
four summers, 1971-1974, showed a 
maximum northeast of St. Louis in the 
Edwardsville area (fig. 3)  where the 
total seasonal rainfall was highest (fig. 
1 ) .  The low region of heavy rain occur- 
rences was west and southwest of the 



Figure 3.-Frequency of 25-mm storm rainfalls, 197 1-74. 

river (fig. 3) in the same region as the 
four-season rainfall low. The maxima 
of 14 to 16 occurrences in the Edwards- 
ville high (fig. 3) were more than two 
standard deviations above the network 
mean of eight storms. Rainfall in these 
storms accounted for over 50 percent of 
the total rainfall in the Edwardsville 
high for  the 1971-1974 summers; this 
emphasizes the importance of the heavy 
storms in defining the general rainfall 
pattern and controlling the location of 
high and low centers in the network 
pattern. 

Our studies to date indicate that  the 
maximization of heavy rainstorms in 
the Edwardsville region occurs from the 
enhancement of natural storm systems, 
particularly squall and cold-front sys- 
tems, as  they move across the St. Louis 
or Alton-Wood River areas. The urban 

environment acts to intensify existing 
raincells and to initiate new raincells 
within ongoing storm systems. This 
results frequently in maximum rain out- 
puts near Edwardsville, which lies a few 
km east-southeast of Alton-Wood River 
and northeast of St. Louis. 

A number of case studies have shown 
that  quasistationary mesosystems, main- 
tained by mergers with urban related 
convective cells, a re  a common cause of 
severe rainstorms of hydrologic signi- 
ficance in the urban region (Vogel  and 
Huff 1975). Mergers a re  frequently as- 
sociated with storm intensification, and 
these a re  favored in the urban region 
where the environment stimulates new 
raincell formations and growth of exist- 
ing convective entities. Other findings 
from the METROMEX studies show 
that  raincell initiations are  frequently 



associated with "hot spots" in the ex- 
perimental area, and these occur more 
frequently within the urban region than 
in the surrounding rural regions. From 
aircraft measurements, there are  also 
indications that  large amounts of con- 
densation nuclei of urban origin a re  
commonly ingested into cloud systems 
in the vicinity, and this provides another 
potential mechanism for initiating rain- 
fall and intensifying ongoing storm 
systems. In general, analyses to date 
indicate that  excessive heat output from 
the urban region (a destabilizing force), 
and raindrop nuclei ingestion from the 
urban-industrial stack outputs, a re  prob- 
ably the major causes of urban rainfall 
enhancement. 

RAINCELL ANALYSES 
A primary method of evaluating the 

urban effect in METROMEX studies 
has been through comparison of urban- 
affected and rural (non-affected) rain- 
cells. Only those cells that  spent their 
entire life on the network (complete 
cells) a re  used. Comparisons have been 
made for various stratifications of the 
data, but in this paper I will discuss 
only analyses of heavy raincells that  are  
of primary concern to the urban hydro- 
logist. For  this purpose, the 300 cells 
with the heaviest mean rainfall were 
separated from the 2,688 complete cells 
sampled in the 1971-73 summers. This 
included all cells with mean rainfall of 
6 mm or more. A raincell is defined as  a 
closed isohyetal entity within the overall 
enveloping isohyet of a rainstorm sys- 

tem; that  is, i t  defines an  isolated area 
of significantly greater intensity than the 
system enveloping isohyet, and must last 
more than 5 minutes to qualify as  a cell 
(Schick~dnnx 1972). 

Comparison of the water yield (rain- 
fall volume) from the heavy cells with 
all 2,688 cells showed that  the 300 cells 
(11 percent of total) accounted for 63 
percent of the total water yield. Simi- 
larly, the heaviest 100 cells (4 percent of 
total) produced 40 percent of the water 
output by all 2,688 cells, and the 50 
heaviest cells (2  percent) accounted for 
28 percent of the 2,688-cell rainfall. The 
weight that  these cells exert in deter- 
mining the network rainfall pattern and 
the magnitude of any urban effect is 
obvious from the above calculations. 

A cell was considered to be potentially 
urban-effected if i t  developed over or  
passed through either of the two major 
urban-industrial areas. Of the 300 heavy 
cells, 118 were classified as  urban-ef- 
fected and 134 were included in the 
rural (no-effect) group. The remainder 
fell into the topographic-effected group. 
A comparison of percentage differences 
between the water yield of these two 
groups showed that  the urban cells had 
a median output of 1.05 x 106m3, which 
was 55 percent greater than the rural 
cell median (table 2).  The difference 
was 97 percent or more for  the heaviest 
5 percent of the cells and was 29 percent 
or greater when 95 percent were in- 
cluded. The comparison of water out- 
puts associated with the urban and rural 
cells (table 2) provides further evidence 

Table 2.-Comparison of water yield between urban-effect (U) 
and no-effect (C) raincells among 300 heaviest cells in 1971-73 

Cumulative 
percentage of ,U,;ciet,"; U - C Percent 

raincells (m3) difference 



Table 3.-Comparison of percentage difference between urban- 
effect and no-effect rainfall parameters in 197 1 - 1973 heavy 
raincells 

Cumulative Percentage difference equalled or exceeded 
percentage of Mean Pa th  

raincells rainfall  Area length Duration 

Figure 4.-Number of radar echo initiations per 25 mm of rainfall. 
I 

of the urban effect and its observed 
tendency to increase with increasing 
rainfall yield from natural causes. 
Statistical tests (u-test and t-test) 
showed the urban-rural differences to be 
significant a t  the 1 percent probability 
level. 

Comparison of urban-rural raincell 
differences for various rainfall para- 
meters showed the maximum difference 

associated with rainfall volume that  in- 
tegrates the effects of cell area, duration, 
intensity, and path length. However, 
other parameters did show larger values 
for the urban cells (table 3) .  For ex- 
ample, median percentage differences 
were 45, 35, 11, and 10 percent respec- 
tively for cell path length, area, mean 
rainfall, and duration (table 3)  com- 
pared with 55 percent for rainfall vol- 



ume (table 2) .  This consistency of 
positive differences between cell para- 
meters adds to proof of the urban effect. 

RADAR MEASUREMENTS 
OF URBAN EFFECT 

Analyses were made of radar echo 
observations from 27 storms sampled 
with the 10-cm FPS-18 radar in 1972- 
74. Major emphasis was placed on pre- 
ferred areas of echo initiation and echo 
mergers in the METROMEX network, 
Initiation counts were based upon the 
number per 23 km2 (9 mi2) and merger 
counts on the frequency per 92 km"36 
mi". Results of these analyses indicated 
a strong trend for echo initiations (rain 
entities) to occur most frequently in and 
downwind of the urban-industrial areas 
and in the Ozark foothills (fig. 4) .  The 
most frequent region of occurrence was 
in the vicinity of oil refineries a t  Wood 
River, where the normalized frequency 
(number/25-mm of rainfall) was 50 
percent greater than for any other unit 
area in the network. 

Raincell and radar echo mergers are  
frequently associated with intensifica- 
tion of ongoing storm rainfall. There- 
fore the radar data were examined for 
the distribution of echo mergers in the 
27-storm sample. Results showed the 
most frequent area of mergers near 
the eastern and southeastern boundaries 

of the urban area of St. Louis, and a 
secondary maximum appeared in and 
downwind of the Ozark Hills, as well as 
downwind of the urban area. Thus, the 
radar analyses add support to validation 
of the urban enhancement mechanism 
by exhibiting a source of above-normal 
frequency of raincell development and 
intensification in the urban-industrial 
regions. The radar analyses also showed 
that the foothills are likely a region of 
topographic effect on convective develop- 
ment and rainstorm enhancement. 
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The Urban Moisture Climate 
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ABSTRACT.-Data collected on 26 July 1974 as a part of project 
METROMEX in St. Louis show the three-dimensional structure of 
the urban moisture field. Mesoscale dry regions at the urban 
surface, corresponding to large residential and light industrial 
land-use characterization, were responsible for a reduction in 
specific humidity in the urban mixing layer. Anthropogenic 
sources and sinks of water vapor were estimated and found to be 
insignificant for summer daytime mesoscale influences on the 
atmospheric water balance of the urban area. The effects of re- 
duced moisture in the urban area are directly related to the urban 
heat island, visibility, fog, precipitation, and human comfort in 
our cities. 

HUMAN LIFE PATTERNS have 
changed radically in the last century 

with the increasing migration from 
rural to urban areas. The increased 
magnitude of climatic anomalies ac- 
companying urban-industrial expansion 
a re  well documented by the urban heat 
island and are  further evident in the 
effects on visibility, fog, moisture, and 
precipitation. These factors are  im- 
portant to human comfort, land-use 
planning, and engineering considera- 
tions. 

The moisture budget appears to be a 
key contributor to urban climate ano- 
malies. Seasonal surface-moisture ano- 
malies have been noted in large urban 
areas. The greatest urban-rural humid- 
ity differences a re  during summer after- 
noons when the urban dry island is 
greatest in magnitude. Summer night- 
time differences in urban-rural absolute 
humidity patterns suggest that  the city 
is drier when the nocturnal heat island 
is strongest. Wintertime studies, how- 
ever, show that  the urban area is more 
moist than its rural counterpart. In- 
tensification of the urban heat island has 
been directly related to less absolute 
moisture (Wood 1971) and reduced eva- 
poration (Myrup 1969). A reduction in 
urban moisture, with a corresponding 

reduction in latent heat energy, may 
also account for  anomalous precipitation 
patterns (Terjung et al. 1971; Boatman 
1974). On the local scale uncertainty 
has been expressed whether the overall 
water contribution from the city is re- 
duced compared to rural areas since 
much water vapor is released by com- 
bustion, industry, and cooling operations. 

Project METROMEX (METROpoli- 
tan Meteorological Experiment) was 
initiated in 1971 to statistically and 
physically evaluate the possible modifi- 
cation of weather and climate by a n  
urban-industrial complex. Recent studies 
by the University of Wyoming in Proj- 
ect METROMEX focused on the prob- 
lem of urban moisture (Sisterson 1975).  
Data were acquired from the instru- 
mented Wyoming research aircraft and 
instrumented meteorological weather 
mobiles, along with surface networks 
operated by cooperating groups (Illinois 
State Water Survey, St. Louis City and 
County Air Pollution Agencies). 

Three aspects of urban moisture were 
investigated : (1) relative magnitudes 
of anthropogenic sources and sinks, (2) 
the three-dimensional structure of the 
moisture field, and (3) evaluation of 
the moisture budget components. 



SOURCES AND SINKS OF MOISTURE 

Estimates of automobile and in- 
dustrial sources of water vapor were 
compared to ~o ten t i a l  evaporation cal- 
culations. The industries chosen in this 
study warranted investigation because 
of their size and location in the St. Louis 
area. The results of water vapor pro- 
duction rates (gm hr-') for  anthropo- 
genic sources and potential evaporation 
for the urban area are  shown in table 1. 
Even if only a fraction of the radiation 
energy is used for  evaporation, i t  is ap- 
parent that  potential evaporation (for a 
30-km by 30-km surface area) is several 
orders of magnitude greater than an- 
thropogenic moisture sources. However, 
industrial sources are  essentially point 
sources of water vapor. If the potential 
evaporation is considerd for an area 
only 3 km by 3 km, the rate of water 
vapor production approaches that  of 
the major industrial sources. Thus, 
during the daylight hours, anthropo- 
genic sources do not appear to be of 
consequence except on the local scale. 
At  nighttime, when potential evapora- 
tion is greatly reduced and mixing is 
limited, anthropogenic sources are  in- 
deed a relevant factor in the urban 
water balance, so that  the urban atmo- 
sphere a t  night may be more moist than 
the rural atmosphere. 

Hygroscopic aerosols, photochemical 
reactions, and precipitation a re  major 
moisture sinks for an  urban atmosphere. 
In  this study, cases were chosen on non- 

precipitation days, so the precipitation 
component was neglected. Particulate 
mass concentrations of 10OPgm m-3 
(0.5pm size) have been reported for a 
highly polluted day in Los Angeles, 
California. In the extreme case, all 
particles a re  assumed to be hygroscopic 
salt particles a t  a relative humidity of 
90 percent. For this case, the maximum 
change in specific humidity in the urban 
area (30 km by 30 km by 1.5 km) would 
be only 2.75 x 10-4 gm kgm-I. This 
amount is insignificant and cannot be 
detected by moisture measurement. 

Investigation of photochemical re- 
actions in the urban atmosphere was 
limited to the formation of sulfuric acid, 
the most common and prolific photo- 
chemical pollutant. In the extreme case, 
all sulfur dioxide was assumed to react 
with water vapor to form sulfuric acid. 
In all cases, the water vapor necessary 
to convert all the SO, to HISO, was a t  
least one order of magnitude less than 
the water vapor emissions from the 
industry. 

Sulfuric acid is also deliquescent a t  
high concentrations. The excess water 
vapor between industrial source and re- 
action requirements was used to dilute 
sulfuric acid concentrations in the in- 
dustrial plumes. The Labadie power 
plant plume showed the greatest poten- 
tial concentrations of sulfuric acid. Only 
if the environmental relative humidity 
is greater than 94 percent could sulfuric 
acid from the Labadie plant absorb 
ambient water vapor--again assuming 

Table I.-Urban area sources of water vapor 

Classification 

Auto 
Refineries 

Power Plants 

Cement 

Steel 
Nature 

Source Water  vapor 
(gm hr-I) 

Automobile 
Amoco 
Shell 
Meramec 
Portage des Sioux 
Labadie 
Alfa 
Missouri Portland 
Granite City 
Potential Evaporation 
-- 



all SO, converted to H,SO,. The photo- 
chemical reaction of sulfuric dioxide and 
water vapor is therefore clearly not a 
significant factor in the extraction of 
water vapor from the urban atmo- 
sphere on the mesoscale, and in general, 
the deliquescense of sulfuric acid is 
insignificant. 

ST. LOUIS CASE STUDY- 
26 JULY 1974 

Atmospheric moisture patterns a re  in- 
fluenced by advection, turbulent mixing, 
and local sources and sinks of moisture. 
In the METROMEX field studies, air- 
craft  transects were chosen so that  
unique a i r  columns were successively 
intercepted a t  two flight levels as  they 
passed over the urban area. The flight 
pattern thus minimized advection. Hori- 
zontal turbulent mixing was found to be 
insignificant and downward entrainment 
of dry  a i r  into the mixing layer was 
initially assumed insignificant with the 
presence of a subsidence inversion. 

Because surface data were acquired 
from fixed stations, the time rate of 
change of surface moisture measure- 
ments included advection. Calculations 
showed that  surface moisture advection 
on the mesoscale was insignificant. Local 
advection, however, was not assessable 
and may be important. 

Temperature and moisture compar- 
ison between corrected weather mobiles, 
hygrothermographs, and telemetry sta- 
tions a t  locations where data from all 
three uniquely different sources could be 
compared, showed consistent results. A 
similar consistence was observed be- 
tween aircraft and radiosonde measure- 
ments in the free atmosphere. I t  is 
important to recognize that  the charac- 
teristic of the moisture anomalies de- 
scribed in this section were consistent 
among four independent types of in- 
struments. 

Data from 26 July 1974 for 1530 to 
1630 CDT are  presented to illustrate 
iiioisture patterns that  have been ob- 

served on a number of fair  summer 
days. Low-level winds on this day were 
northerly with speeds less than 5 m 
sec-l. Specific humidity and potential 
temperature patterns a re  shown for  the 
surface a t  1600 CDT (fig. 1 ) .  Dry re- 
gions exist along the northern, southern, 
and western edges of St. Louis, cor- 
responding to major residential and 
light industrial land-use characteriza- 
tions (fig. 2 ) .  Heat islands are  apparent 
north of the city and along the southern 
edge. Because these analyses are  based 
upon individual stations, local effects 
influence station readings, and small 
regions of low moisture and high temp- 
eratures a re  apparent (Chandler 1967, 
K o p e c  1973). Weather mobile data also 
show as  much as  2 gm kgm-I and a 1C 
variation in moisture and temperature, 
respectively, over distances of 1 km. 

Patterns of specific humidity and 
potential temperature are  shown for 
450 m MSL (300 m AGL) in figure 3. A 
single widespread dry region exists 
along the southern edge of St. Louis, 
with tongues of dry a i r  extending along 
the eastern and western edges of the 
metropolitan area. A single heat island 
is also apparent and corresponds to the  
dry region. Both humidity and temp- 
erature patterns a re  reasonably well 
correlated with those on the surface. 
The patterns of specific humidity and 
potential temperature patterns a t  900 m 
MSL (fig. 4)  correlate well with those a t  
450 m MSL. Both dry regions and heat 
fields a re  more widespread a t  the upper 
level. 

From data acquired a t  the three levels 
between 1530 and 1630 CDT, three- 
dimensional analyses of the moisture 
fields in the mixing layer were con- 
structed. Isopleth analysis of the specific 
humidity is shown for 10.2 gm kgm-I 
(fig. 5) and 11.8 gm kgm-I (fig. 6 ) .  A 
plume-like structure with an  hourglass 
configuration is evident. The drier sur- 
face a i r  is apparently mixed vertically 
through the mixing layer. Measure- 
ments of the wind field convergence also 



Figure I .-Specific humidity (gm kgm-1) and potential temperature 
( O K )  patterns for the surface at 1600 CDT. Heavy dashed lines show 
weather mobile transects. The shaded region defines urban and 
suburban areas. 

0 TELEMETRY STATIONS 26 JULY 74 
ILL. STATE WATER SURVEY SURFACE 

Figure 2.-St. Louis and surrounding area land use characteristics. 
Roadways and their corresponding route numbers are shown. The solid 
triangles represent the St. Louis and Troy navisational vortacs. 



Figure 3.-Specific humidity (gm kgrn-l) and potential temperature 
(OK) patterns at 0.45 km MSL (1530-1630 CDT). 

Figure 4.-Specific humidity (gm kgm.') and potential temperature 
(OK) patterns at 0.9 krn MSL (1530-1630 CDT). 



Figure 5.-Three dimensional analysis of the 10.2 grn kgrn-1 isohume 
(1530-1630 CDT) for 26 July 1974. 

Figure 6.-Three dimensional analysis of the 11.8 gm kgm-1 isohume 
(1530-1630 CDT) for 26 July 1974. 



Figure 7.-Upwind aircraft sounding at 1533 CDT. 
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Fiaure 8.-Tower Grove Park radiosonde sounding at 1500 CDT. a 
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Figure 9.-Downwind aircraft sounding at 1500 CDT. 
SPECIFIC POTENTIAL 

HUMIDITY TEMPERATURE m b 
2 6  JULY 7 4  
1500 CDT 
AIRCRAFT (DOWNWIND) 



support the concept of convergence and 
ascent in the dry regions. 

Aircraft and radiosonde soundings 
were also analyzed for the effects of 
urban modification on vertical moisture 
profiles. Aircraft soundings were extra- 
polated to the surface, using local sur- 
face values of humidity and temperature. 
Likewise, values from an aspirated psy- 
chrometer established the surface tem- 
perature and humidity for radiosondes. 
Three soundings (upwind, over, and 
downwind to St. Louis), taken within a 
period of 30 minutes, are  shown in 
figures 7 to 9. Particular attention is 
focused on the lowest 50 mb moisture 
profile of each sounding. The upwind 
sounding shows a slight decrease in 
specific humidity with height. The 
sounding a t  Tower Grove Park, (5 km 
southwest of downtown St. Louis), 
taken near a large concrete area, shows 
a large increase of specific humidity 
with height. The downwind sounding 
shows only a slight increase of humidity 
with height. These soundings show that  
within the lowest 50 mb the urban sur- 
face is drier than the a i r  above 950 mb 
on this day. These features are  charac- 
teristic of a number of case study days. 
Hence, as  a i r  columns pass over the 
urban area from a region of high sur- 
face humidity (upwind) to a region of 
lower surface humidity, the mixing of 
dry a i r  into the columns reverses the 
low-level humidity gradient and de- 
creases the average specific humidity of 
the columns. 

These soundings also show that  the 
inversion is elevated over the urban area 
by 600 m. The sharp moisture discon- 
tinuity a t  the base of the inversion of 
the upwind sounding is not present over 
the city. There is a n  apparent eroding 
of the a i r  beneath the inversion, prob- 
ably attributable to nonuniform down- 
ward entrainment of dry  air. This 
violates the previous assumption of 
negligible entrainment into the mixing 
layer. This entrainment term could not 
be assessed, but i t  is apparent that  

downward mixing across the inversion 
will also dry out the columns. 

Overall, the urban-influenced atmo- 
sphere is drier than the surrounding 
rural area. Because there is less moisture 
potential a t  the city surface (vegeta- 
tion, porous soils, etc.), less energy is 
used for evapotranspiration purposes. 
The excess energy is then utilized be- 
tween sensible heat energy and ground 
stored energy, which generally causes 
the urban atmosphere to be hotter. 

In summary of the 26 July 1974 study, 
dry regions are  found within the St. 
Louis urban area. These regions of low 
specific humidity correlate well with im- 
pervious surfaces found in the densely 
populated residential areas and light 
industrial areas. Although the moisture 
content of a i r  columns passing over the 
city may decrease from downward en- 
trainment of dry  a i r  from above the 
mixing layer, reduced evapotranspira- 
tion a t  the surface clearly contributes to 
a reduction in average specific humidity 
of the columns. I t  can be inferred that  
up to 50 percent of the St. Lot~is area 
(Mnrotz  and Coiner 1973) is represented 
by modified surfaces. Thus the urban 
surface environment is drier due to re- 
duced evapotranspiration from wide- 
spread impervious surfaces. 

RELEVANCE TO URBAN-DWELLERS 
From energy budget considerations, 

nearly equal amounts of radiation are  
available a t  both urban and rural sur- 
faces (Maisel 1971, Rouse et  nl. 1973); 
however, less radiation is used as  latent 
heat energy, so that  sensible heat energy 
and ground stored energy must be 
greater in the urban area. Loose soil 
and plant material characteristically a re  
very poor heat conductors and have a 
low heat capacity. Hence all heat trans- 
actions take place in a thin surface 
layer in most rural areas. In contrast, 
urban areas have massive surfaces of 
stone, brick, concrete and asphalt. These 
have better heat conductivity than soils 
and therefore may be warmed to ap- 



preciable depth by incoming solar radia- 
tion. Nocturnally the stored heat is 
gradually released, which keeps the city 
surfaces warmer than surrounding 
grassland or trees. In addition, the 
heated vertical surfaces of buildings 
radiate toward each other and do not 
lose heat by radiation toward the sky as 
a horizontal surface in the open country 
would (Landsberg and Mmisel 1972).  

The increase in sensible heat energy 
(the heat island) is a well-documented 
phenomenon in urban areas. High en- 
vironmental temperatures affect health. 
Prolonged exposure to high tempera- 
tures associated with summer heat 
waves can result in death either as  a 
primary cause or as a contributing fac- 
tor  in heart disease, strokes, and pul- 
monary disorders. There is evidence to 
suggest that  a large percentage of heat- 
related deaths may be of man's own 
design by climate modification through 
urbanization. Clarke and Bach (1 971 ) 
showed a relationship between average 
daily temperature and deaths attributed 
primarily to heat during the July 1966 
St. Louis heat wave, in which 500 deaths 
occurred in East St. Louis, Illinois. Al- 
though no heat deaths occurred a t  an  
average temperature of 31.7C, deaths 
increased markedly with every one- 
degree increase in temperature above 
32.2C (assumed the critical level). A 
rise of the average daily temperature of 
only 0.6C above 32.2C resulted in 11 
heat deaths. Seventy-three heat deaths 
occurred when the average daily tem- 
perature was 35C. This 2.8C increment 
of average daily temperature is about 
the same as the average temperature 
difference between the urban and sub- 
urban environments, based on the after- 
noon and evening temperatures obtained 
in Clarke and Bach's study. 

Other effects of the urban moisture 
climate may also contribute to man's dis- 
comfort in his atmospheric environment. 
The reduced moisture content of urban- 
influenced a i r  may locally deprive storms 
of latent heat energy, so that  the in- 

tensity of thunderstorms could be ex- 
pected to decrease over the urban area, 
as  observed by Boatman (1974) .  This 
may further result in precipitation 
anomalies observed downwind of large 
urban areas. The small amounts of 
water vapor absorbed by hygroscopic 
aerosols generated from industrial ef- 
fluents create haze particles that  se- 
verely reduce visibility in the urban 
area. The effect of increased moisture 
from industry a t  night when mixing is 
only within a shallow layer would be 
expected to increase urban humidity, 
such that  the city may be more moist 
than surrounding country air. This may 
also explain the greater tendency for 
fog in urban areas. 

Finally, now that  evidence for an  
urban area as a potential weather modi- 
fier on the basis of its physical presence 
is realized, some recommendations may 
be offered that  would help to make the 
city a more comfortable place in which 
to work and live. From energy and 
moisture budget considerations, green 
belts or vegetated areas a re  necessary 
within our cities. Green belts would 
not only help to embellish the downtown 
image, but also moderate the cities 
temperature. Large asphalt parking 
lots should be transected with trees and 
shrubs to reduce overheating. Fountains 
and small parks should be constructed 
within the heart of the city where the 
greatest percentage of concrete and 
impervious surfaces exist. Gardens and 
vegetation could be planted on rooftops. 
All of these modifications of the urban 
moisture budget would contribute to a 
moderation of the daytime temperature 
excess of the urban heat island. 

CONCLUSIONS 
The lack of available moisture from 

the urban surface leads to increased 
sensible heat energy and ground stored 
energy. Properly spaced green areas 
are  perhaps the most important means 
of controlling the urban temperature 
excess. The urban heat island effect 
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Anthropogenic Moisture Production 
and Its Effect on Boundary-layer 
Circulations over New York City 

by ROBERT D. BORNSTEIN and YAM-TONG TAM, Department of 
Meteorology, Sun Jose State University, Sun Jose, California 95192. 
Part of this work was performed under the auspices of the U. S. 
Energy Research and Development Administration, and part was 
supported by the Climatic Impact Assessment Program of the U. S. 
Department of Transportation. 

ABSTRACT.-A heat and moisture excess over New York City is 
shown to exist by the analysis of helicopter soundings of tempera- 
ture and wet-bulb depression. The magnitude of the temporal and 
spatial distribution of anthropogenic moisture emissions in New 
York City were estimated from fuel-usage data. The URBMET 
urban boundary-layer model was used to evaluate the effects on 
the dynamics of the urban boundary layer resulting from the ob- 
served urban moisture excess. Work is currently in progress to 
determine the fraction of the observed moisture excess over New 
York that is due to anthropogenic sources. 

UNTIL RECENTLY, studies of the  
atmospheric moisture content a t  the  

surface in and around cities have shown 
that ,  on the  average, cities a r e  some- 
what  drier  than  their rural  surround- 
ings. Average relative humidities have 
generally been found t o  be several per- 
cent lower in cities than  in nearby rural  
a reas ;  also, absolute humidities were 
found to be slightly lower in the  built-up 
areas. The  main reason given for  these 
humidity differences was the lower evap- 
oration rates  in the city than in the  
country. This reduction occurs because 
rainfall is retained by vegetation-covered 
rural  surfaces, while rapid runoff occurs 
in asphalt- and concrete-covered cities 
(Peterson 1969). 

Recently, Chandler (1967) obtained 
atmospheric-moisture data f rom a series 
of automobile transverses in and around 
London during three summer nights of 
low wind, clear skies, and well developed 
urban heat islands. H e  found tha t  
measured urban vapor pressures were 
higher than nearby rural  vapor pres- 
sures, and found the  reverse t rue  for  
relative humidities. H e  attributed the 
higher nighttime urban absolute humid- 

ity to the  lower amount of dew forma- 
tion in urban areas and to the  addition 
of water to the  urban atmosphere from 
anthropogenic sources. 

Similar results were found by Acker- 
man (1972) in a n  analysis of seven years 
of dew-point data f rom urban Midway 
Airport in Chicago and from rural  Ar- 
qonne National Laboratory, 125 miles 
southwest of Chicago. Results showed : 
(1) a n  urban moisture excess when all 
of the data were considered, (2) a n  ur- 
ban moisture excess for  the nighttime 
data, (3 )  a n  urban moisture deficit for  
the daytime data, and (4)  a n  urban 
moisture excess for  the winter daytime 
data. Thus during the times when com- 
bustion was a major  source of moisture, 
the urban atmosphere was more moist 
t han  the  rural  atmosphere. These re- 
sults a r e  consistent with those of Auer 
and Dirks (1974), who found tha t  the  
a i r  over St. Louis was drier  than tha t  
over its nearby rural  areas during sum- 
mer daytime periods. Urban moisture 
excesses have also been found by Kopec 
(1973) and Goldreich (1 974)) while Hage 
(1972) showed tha t  anthropogenic mois- 
t u re  emissions can enhance the  forma- 



Figure I.-Average vertical distribution of urban minus rural values of 
temperature AT, absolute humidity ~ p , ,  and relative humidity ARH for 
daytime periods (upper curves) and nighttime periods (lower curves). 

tion of low-temperature fog in the city 
of Edmonton. 

Vertical and horizontal moisture dis- 
tributions in and around New York City 
were studied by Lorenzen (1972)  and 
Bornstein et  al. (1972) to determine the 
vertical extent of urban-rural moisture 
differences. Sixty-two helicopter sound- 
ings of temperature, wet-bulb depres- 
sion, and pressure height were obtained 
during three early-morning periods and 
during one late-afternoon period in 1964. 

Results from the analysis of the above 
data (fig. 1 )  showed that  the following 
values are larger a t  night than during 
the day: (1) urban heat-island values, 
(2) urban excesses in absolute humidity, 
(3)  urban relative humidity deficits be- 
low 250 m, and (4) urban relative hu- 
midity excesses a t  heights between 250 
and 500 m. 

The data used by Bornstein et  al. 
(1972)  were collected from 1964 to 1969 
as part of a U.S. Public Health Service 
sponsored grant to the late Ben David- 
son of the Department of Meteorology 
and Oceanography a t  New York Uni- 
versity. As described by Davidson 
(1967),  the main goal of the project was 
to develop a sophisticated model for the 
prediction of the distribution of SO, in 
the New York City metropolitan area 
(Shieh et nl. 1969). 

Though the data obtained by the NYU 
project were used in various studies of 
the urban boundary layer over New 
York City, the original data set was 
never published, due to the untimely 
death of the project's principal investi- 
gator. In the belief that  NYU/NYC 
data set is unique, and that  i t  could be 
extremely useful to persons interested 



in the urban boundary layer over New 
York City, much of the original data 
has recently been published by Born- 
stein et al. (1975b)  under a grant  from 
the U. S. Environmental Protection 
Agency and is on file with its Meteor- 
ology Laboratory a t  Research Triangle 
Park. An important component of the 
NYU/NYC data is an  area and point- 
source emission inventory for the pro- 
duction of SO,, heat, and moisture from 
anthropogenic sources within the New 
York City metropolitan area during 
1965. 

The main goals of the current re- 
search reported here a re :  (1) to deter- 
mine the magnitude and variation in 
time and space of the anthropogenic 
moisture flux in New York City, (2)  to 
determine the effects of the observed 
moisture excess on the dynamics of the 
urban boundary layer over New York 
City, and (3)  to determine the fraction 
of the observed moisture excess over 
New York City that  is due to each of 
the following : area-source emissions, 
point-source emissions, and reduced 
nighttime condensation rates in the ur- 
ban areas, as  compared to those in 
nearby rural areas. 

The first of these goals has been car- 
ried out under a grant  from the U. S. 
Environmental Protection Agency to the 
Department of Meteorology a t  San Jose 
State University, while the second part  
has been accomplished by use of the 
computer facilities a t  Lawrence Liver- 
more Laboratory. The third section is 
currently being carried out under a 
grant  from the National Science Founda- 
tion to the Department of Meteorology 
a t  San Jose. 

In carrying out the second and third 
parts, the two-dimensional, nonsteady 
"URBMET" (for urban meteorology) 
urban boundary-layer model of Born- 
stein (1975)  has been used to predict 
the teniporal and spatial distribution of 
wind, temperature, and moisture within 
the urban boundary layer. The surface 
boundary condition for the absolute 

humidity in these simulations is being 
obtained from the temporal and spatial 
distribution of the anthropogenic mois- 
ture production in New York City, as 
obtained from the fuel-use inventory 
compiled during the original NYU air- 
pollution project. 

ANTHROPOGENIC MOISTURE 
EMISSIONS 

Most of the study region (fig. 2) has 
a n  elevation that  is close to mean sea 
level, but the northwestern 10 percent 
of the area consists of highlands that  
range in elevation from 250 to 500 feet 
above mean sea level. About 30 percent 
of the study area is water, while 60 per- 
cent is open country, and 10 percent has 
been built up for urban and suburban 
uses. 

During the original NYU project, an  
unpublished inventory of the annual 
emission of SO, from the known area 
and point sources in the New York 
Metropolitan region was compiled. Point- 
source emission information was ob- 
tained through the use of questionnaires, 
while area-source emissions from both 
fixed and mobile sources were computed 
from fuel-use data obtained from the 
following sources : (1) the U. S. Bureau 
of Mines, which publishes an  annual re- 
port on the shipments of fuel oil; (2) 
the New York Oil Heating Association; 
(3 )  the American Petroleum Institute; 
(4)  the New York City Council Com- 
mittee on Air Pollution; (5) the New 
York City Housing Authority; (6) the 
New York City Air Pollution Control 
Agency; (7) the NYC Fire Depart- 
ment; and (8) the New York City Li- 
censing Agency, which controls the 
installation, registration, licensing, and 
insurance of each furnace or power 
plant in New York City. The seven main 
types of fuel consumed in the New York 
City area, the uses to which they are  
put, and their annual rates of consump- 
tion are listed in table 1. 

Because fossil fuels are composed of 
carbon, hydrogen, sulfur, etc., the com- 



Figure 2.-Topography of stud area with values in feet above sea 

New York City. 
I level. Also shown by the cross- atched area are the built-up areas of 



Table I .-Fuel Consumption in New York City in 1965 

Fuel type Uses Annual 
consumption 

Bituminous coal Space-heating and firing of industrial boilers 5.4 x 106 tons 
Anthracite coal Residential space-heating 0.72 x lo6  tons 
Distillate oil #4 Space-heating of small apartment houses 1.5 x lo9  gal. 
Residual oil #6 Space-heating of large apartment houses and 2.6 x l o 9  gal. 

operation of industrial plants and factories 
Natural gas  Fuel in power plants, energy for  industrial 1.67 x 1011 ft.3 

plants, space-heating, and home cooking 
Gasoline Automobiles, trucks, and buses 1.1 x lo9  gal. 
Diesel Automobiles, trucks, and buses 66.6 x lo6  gal. 

Table 2.-Composition of natural gas 
-- 

Paraffin hydrocarbon Fraction of total mass Water  content 

percent percent 
CHa 93.45 186.90 
CzHs 3.67 11.01 
CsHs 1.78 7.12 
CsHio 0.65 3.25 
Others 0.45 - 

Total 100.00 208.28 

bustion of these fuels produces oxides of 
sulfur, oxides of nitrogen, carbon mon- 
oxide, carbon dioxide, aldehydes, hydro- 
carbons, particulates, and water vapor. 
The quantities of these products put into 
the atmosphere depend on the rate of the 
combustion process, the content of im- 
purities per unit mass, the equipment 
used for  the combustion process, and 
the kinds of control devices that  might 
have been installed. For example, in the 
steam boilers of Consolidated Edison 
power plants, 1.4 Ibs. of steam a r e  added 
per 100 lbs. of residual oil consumed. 
This is done in order to atomize the oil, 
so as  to increase the efficiency of the 
combustion process. Thus the water- 
vapor emission rate from these stacks is 
greater than from other point sources. 

The basic equation for the production 
of water from the combustion of coal 
(after the hydrocarbons have been 
broken down) is 

2Hz + O2 + 2H,O , [ I ]  

while the general formula for  the com- 
bustion of oil and gas is 

where 
y = 2 x + 2  P I  

if the hydrocarbon C,H, is saturated. 
Thus for  coal, one gram of hydrogen 
produces 18 grams of water, while y 
grams of H, per mole of gas or oil pro- 
duces 18Y/2 or 9Y grams of water per 
mole, where 18 is the ratio of the molec- 
ular weights of water and hydrogen. 

The water production from each com- 
ponent of natural gas (table 2) was 
evaluated by muItiplying the coefficient 
of the final term of equation 2 ; i.e., Y/2, 
by the percentages in the middle column 
of the table. Water-production factors 
for each of the seven fuel types used in 
New York City are  shown in table 3, 
where the liquid water content of coal 
is determined by drying under standard 
conditions for  1 hour a t  104 to 110 C. 

The five boroughs of New York City 
(identified by name in figure 1)  were 
gridded into 1 by 1 mile areas, and the 
following equation was used to evaluate 



Table 3.-Composition by percent of total mass of 
the fuels used in New York City 

Gaseous Liquid Total Hz0 released 
type (%)  Hz0 (R)  H20 (%)  H20 ( % )  per unit 

Bituminous coal 5.14 46.26 2.0 48.26 0.4826 1b/lb 
Anthracite coal 2.70 24.30 2.2 26.50 .265 lbjlb - - 

Distillate oil 11.63 104.67 - 104.67 7.955 lbjgal 
Residual oil 11.63 104.67 - 104.67 8.478 lb/aal 
Natural  gas  - 208.28 - 208.28 .ll lb/ft8 
Gasoline 15.00 135.00 - 135.00 9.315 l b / d  
Diesel 15.00 135.00 - 135.00 9.315 lblgal 

Table 4.-Percentage of SO2 emitted from each fuel type in each 
Borough of New York City 

Fuel type Bronx Brooklyn Queens Manhattan Staten Island 

Bituminous coal 1.45 8.61 32.53 37.26 70.80 
Anthracite coal 2.16 1.34 .39 1.31 1.29 
Distillate oil #4 8.60 13.91 10.26 1.13 5.99 
Residual oil #6 87.18 75.69 56.05 59.88 21.53 
Natural gas  .01 . O 1  . O 1  .01 .01 
Gasoline .39 .29 .48 .28 .22 
Diesel .21 .15 .28 .13 .16 

Total 100.00 100.00 100.00 100.00 100.00 

the magnitude of the annual anthropo- Table 5.-Fuel type, sulfur content by weight, and 
genic moisture production M A  from each sulfur emission factors for the seven fuel 

of the grid areas : types used in New York Ci ty  

7 Sa*Pi*Mi Fuel type Sulfur content SOz 
M ' ~  = 2 -- (%) emission factor .. 

i = l  Si [4] -- - 
Bituminous coal 1.875 75.0 lb/ton 

Definition and units for  symbols a re  Anthracite coal .625 25.0 lb/ton 

found a t  one end of this paper. Distillate oil .575 85.0 lb/103 gal 
Residual oil 2.450 390.0 1b/103 gal 

Note that  the product of SA (from the Natural gas  4 P P ~  .6 lb/lOYts 

unpublished SO, inventory - now pub- .030 5.0 1b/103 gal 
Diesel .300 45.0 lb/lO"al 

lished by Bornstein et nl. (1975b)  - and 
Pi (table 4) gives the annual emission 
of SO, from the i-th fuel in a particular 
grid in tons per year. Values of Pi were 
kept constant in each borough because 
the use of each fuel in all of the grid 
areas was not available. Where the 
values were available, a random check 
showed that  the magnitudes of Pi in a 
given borough were within * 5 percent 
of the mean values used in Equation 4. 
The product of Sa times Pi divided by 
Si (table 5) gives the annual use of the 
i-th fuel in the particular grids, while 
values of Mi (table 3) include the release 
of gaseous and liquid moisture. 

Annual area-source (fixed and mobile) 
emissions of anthropogenic moisture in 
New York City in 1965 in 10'0 grn per 
year (fig. 3)  were obtained by the sum- 
mation of the seven partial emission 
rates of Equation 4. The origin of the  
grid used in the figure is a t  Battery 
Park, which is a t  the southern tip of 
Manhattan. The annual emission data 
were converted into average hourly 
fluxes (fig. 4 ) ,  which have the units of 
10-6 gm h r r l  and can be used as  



Figure 3.-lsople'th analysis of anthropogenic moisture production from 
area sources in New York City, in 10'O grams per year. 
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the lower (flux) boundary conditions in 
a numerical boundary-layer model of the 
urban atmosphere, as is being done by 
Tam (1 975). 

Because some areas in New York City 
a re  source-free (such as Central Park 
and rivers around Manhattan), the 
fluxes of the previous figure were re- 
computed in terms of emission inten- 
sities; i.e., the emission of H,O per unit 
of production area per time. This in- 
creased the maximum emission from 
2.2 x 10--j gm inin--' to 4.3 x 

10 gm cm-"in-1. The second value 
corresponds to a 22.6-cm-per-year an- 
nual evaporation rate, which is about 25 
percent of the annual evaporation rate 
in the coastal Atlantic off of New York 
City (Jacobs 1951 ). 

For studies requiring a more detailed 
emission pattern, the above computa- 
tions were repeated on 0.5 by 0.5-mile 
area-source grid over Manhattan (Born- 
stein e t  nl. 1975b), the region of maxi- 
mum H1O emission. In computing the 
emission rates for the finer grid, the 



enlissions from the larger areas were 
assumed to be homogeneously distrib- 
uted over the built-up areas of the city, 
while emissions from the rivers around 
Manhattan and from Central Park were 
taken to be zero. 

Anthropogenic moisture production in 
New York City by borough (table 6) 
shows that  Staten Island contributes 
only a small fraction of the total area- 
source emission in New York City (and 
hence i t  is not cross-hatched in fig. I ) ,  
while Queens contributes the maximum 
amount of any borough. Production by 

fuel type (table 7)  shows that  residual 
oil produces more moisture in New York 
City than does any other fuel type, while 
production by source type (table 8) 
shows that  domestic space-heating pro- 
duces a larger amount of anthropogenic 
moisture than any other source type. 

Estimates of the hourly emission rates 
of anthropogenic moisture from the 
fixed, but not mobile, area sources in 
New York City were made by using 
data obtained from timers attached to 
boilers located in selected buildings. The 
resulting data were used by Halpern 



Table 6.-Anthropogenic moisture production 
in New York City by borough 

Production Percentage 
Borough (1012 grn/year) of total - . -  . 

Queens 10.13 33 
Brooklyn 8.60 28 
Manhattan 7.06 23 
Bronx 3.99 13 
Staten Island 0.92 3 

Total 30.69 100 

Table 7.-Anthropogenic moisture production 
in New York City by fuel type 

Production Percentage 
type (1012 gm/year) of total 

Bitun~inous coal 2.35 7.7 
Anthracite coal .17 .6 
Distillate oil 5.05 16.4 
Residual oil 9.93 32.3 
Natural gas 8.32 27.1 
Gasoline 4.59 15.0 
Diesel .28 .9 

Total 30.69 100.0 

Table 8.-Anthropogenic moisture production 
in New York City by source type 

source type Production Percentage 
(1012 gm/year) of total 

Domestic 10.91 35.5 
Industrial 1.78 5.8 
Government & 4.18 13.6 
commercial 
Power plants 8.95 29.2 
Motor vehicle 4.87 15.9 

Total 30.69 100.0 

e t  nl. (1971) to relate the number of 
minutes per day that  the boilers were 
in operation to the degree-day value D 
computed as  follows : 

where T is the average daily tempera- 
ture of a given day in O F .  

The boiler-timer data were then used 
by Halpern et al. (1971) to develop the 

following equation, which relates the 
daily emission rate of H,O from a par- 
ticular area source to the annual emis- 
sion rate from that  area source : 

The above relationship shows that  30 
percent of the annual emission of H 2 0  
from each area source is due to the pro- 
duction of hot water a t  a uniform rate 
throughout the year. The remaining 70 
percent is due to space-heating, which is 
dependent on the average daily tempera- 
ture. Note that  the annual sum of the 
daily degree-day values for New York 
City is the 4871 appearing in the 
equation. 

If MA were spread uniformly over the 
year, then on each day 0.27 percent of 
the total would be emitted. However, 
when Equation 6 is used to prorate MA 
according to T (fig. 5 ) ,  i t  is found that  
the value of (NI,,/MA) 100 percent 
varies linearly from 1.02 percent for a 
T of 0°F to 0.08 percent for  a T equal to  
or greater than 65OF. Thus the emission 
on a cold day can be as much as an  order 
of magnitude greater than that  on a hot 
day. 

The same boiler-timer data were used 
by Halpern et nl. (1971) to develop 
curves showing the diurnal variation in 
winter, when most of the fuel is con- 
sumed for  space-heating, and in sum- 
mer, when most of the fuel is used for 
the production of hot water in the hours 
near sunrise and sunset. These results 
were used by Leahey and Friend (1971) 
to compute the spatial distribution of 
the annual and daily production of an- 
thropogenic heat in New York from 
area sources due to fossil fuel use. They 
can be used to produce the same in- 
formation for the anthropogenic mois- 
ture flux in New York City. 

In  the New York City area in 1965 
there were 378 point sources of SO, that  
were found to have an annual emission 
rate of a t  least 100 tons of SO,. The 205 
point sources within the city emitted 



Figure 5.-Fraction of annual area-source emission of moisture in New 
York City as a function of mean daily temperature. Also shown is  the 
ratio of the daily emission MD to the uniform daily emission MD (shown 
as the horizontal line). 
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3.67 x 10"ons of SO, per year, or about 
one-half of that  emitted by the area 
sources within the city. 

In  general, the rate of consumption 
by power plants, industrial processes, 
and automobiles changes only slightly 
throughout the year. However, the emis- 
sion rates of some industrial and com- 
mercial sources do vary significantly 
over the year, and the emission rates of 
many point sources do have a diurnal 
variation. Where i t  was available, this 
information has been tabulated by Born- 
stein et  ccl. (1975b) ,  as has been the 
stack height and heat-emission data 
needed in plume-rise calculations. Thus 
the NYU/NYC data set contains the in- 
formation needed to evaluate the area- 
source and point-source emissions of 
anthropogenic moisture in New York 
City for  use as  the surface flux boundary 
condition for  moisture in a n  urban 
boundary-layer model of New York City. 

NUMERICAL SIMULATIONS 
In the basic URBMET model, finite 

difference solutions to the vorticity and 
energy equations a re  obtained in a verti- 
cal plane in the direction of a constant 
geostrophic wind. The vertical fluxes of 
heat and momentum are  assumed to be 
constant with height in a lower, analyti- 
cal, surface-boundary layer, while they 
generally decrease with height in an  up- 
per, numerical finite-difference, transi- 
tion layer. 

The transition layer is assumed to be 
hydrostatic and Boussinesq, the latter as- 
sumption implying incompressible flow. 
All lateral gradients are  assumed to be 
zero, except for that  of the undisturbed 
pressure, which corresponds to a con- 
stant geostrophic wind. Adiabatic mo- 
tions are  also assumed, while diffusion 
effects in the direction of the geostrophic 
wind a re  assumed to be insignificant as 
compared to advective effects. Initially, 



adiabatic lapse rates a re  assumed, as i l ~ e  
heat-island simulations are  assumed to 
commence a t  1800 LST. The eddy-ex- 
change coefficients used in the transition 
layer in URBMET are  computed from 
a third-order-polynomial. Details on 
the formulation of the model can be 
found in Bornstein (197.5). 

One modification of the original 
URBMET model in the current study 
was the inclusion of- n continuity equa- 
tion for water vapor, under unsaturated 
conditions, given by 

3s' a (uq') a (wq') - - -- - +- 
at ax a~ +' a~ (&I) , 

[71 
where K,, was taken equal to KII. Be- 
cause of this equality, the surface layer 
profiles for q' a re  identical to those for 
8', if q and q* replace 8 and O*, respec- 
tively, in the various surface boundary 
layer equations in B. In  addition, the 
potential temperature 0 is replaced by 
the virtual potential temperature O,,. The 
two are  related by 

where each of the three variables, in 
the absence of any initial variations, can 
be given by the sum of a space average 
constant and a perturbation quality re- 
sulting from the urban induced circula- 
tions. If 

i t  can be shown that  

and thus 8', replaces 0' everywhere in the 
model equations given in B. The second 
change in URBMET was concerned with 
the choice of the magnitude of the time 
step used in integration, and this is dis- 
cussed in Bornstein and Robock (1975n). 

An interlaced grid was used in this 
study, as i t  considers velocity compo- 
nents to be the average inflow and out- 
flow rates on horizontal and vertical 
elements of a cube. Previous studies 
have discussed the superiority of vari- 

Table 9.-Grid locations for 8, u and v grid 
points, with height above the sur- 
face z indexed b and distance 
from the center o t e urban area x 
indexed by i 

r t 

able grid spacing in achieving high 
resolution near the surface and near 
discontinuities in surface character- 
istics. Accordingly, the 16 by 16 grid 
network used in the present study (table 
9) possesses such a spacing near the 
surface, and in the vicinity of the city. 
A list of the boundary conditions on q' 
currently used is given below. 

q=a(x, t )  , z = 0  , [ l l ]  
aql 

continuity of q' and - , z = h  , 
az 

[I21 

- - 

a (us ' )  
-- = O  , upwind boundary . 

ax 
[I41 

At each time step, following an in- 
itialization process described below, the 
following is performed : determination 
of the new values of Of, and q' a t  the sur- 
face; construction of the constant flux 
layer using the latest values of 8',, q', and 
U a t  the surface, and a t  the lowest finite 
difference grid ; and determination of 
the new q' G',, <, \k, u, w, v, and U fields, 
respectively, using the newest available 
values of all parameters and done in a 



manner described in Bornstein and 
Robock ( I  9750,). 

The initial conditions were considered 
to be those a t  the beginning of an  urban 
heat-island episode (a t  1800 LST),  and 
thus the following initialization pro- 
cedure was carried out. First,  the 
URBMET model was used to simulate 
the one-dimensional, neutral, dry plane- 
tary boundary layer over homogeneous 
terrain by assuming the following 
conditions 

a 
-=w=o 
ax 

[I51 
Y=I-  

[I61 , 
0,=0 

1171 

Justification of the assumption contained 
in Equation 16 for the hours near 1800 
LST can be found in the observations 
obtained over cities (Borns te in  19681, 
as well as in those from rural O'Neill, 
Nebraska ( K u o  1968) .  

Simulations were carried for values of 
the surface roughness parameter z,, of 1 
and 3m, and for values of the geo- 
strophic wind u, of 3 mps. The values 
for  z,, were chosen to be typical of areas 
with buildings of one and six stories 
( L e t t n u  1969) .  The simulations were 
carried out using a constant value of 15 
sec for the time step of integration, and 
were concluded when equilibrium con- 
ditions were obtained; i.e., when the 
final accelerations of the damping in- 
ertial oscillation were less than 0.1 cm 
seer1 hr-l. 

The resulting equilibrium wind pro- 
files were then used as the initial con- 
ditions for  simulations reproducing the 
two-dimensional equilibrium distribu- 
tions of wind over a rough city under 
conditions of neutral stability. Thus, the 
conditions expressed in equation 15 were 
no longer used, but as the results of 

these new simulations provided the in- 
itial conditions for the heat-island simu- 
lations discussed below, the conditions 
shown in equations 16 to 18 were still 
used. 

Two-dimensional equilibrium wind 
distributions for the rough city cases 
were obtained after  3 hours of simulated 
time, using an equal advection and dif- 
fusion time step of 15 see. The results 
of these simulations showed that  the 
values of the total horizontal wind speed 
a t  the urban sites a t  heights up to sev- 
eral hundred metres were reduced in 
magnitude below those a t  corresponding 
heights a t  the upwind rural boundary. 
The maximum difference in speed oc- 
curred a t  the first grid point above the 
surface and over the downwind half of 
the city. The maximum upward and 
downward values of the corresponding 
vertical velocities were associated with 
the areas of maximum convergence and 
divergence a t  the upwind and downwind 
edges of the city, respectively. 

Simulations were carried out to re- 
produce effects on the structure of the 
urban boundary layer, during the hours 
from 1800 to 1000 LST, resulting from 
higher urban than rural values of z,, and 
surface temperature, but not q'. Hence, 
the conditions expressed by equations 16 
and 17 were no longer used, but equa- 
tion 18 was still applied. 

The urban and rural surface cooling 
rates were estimated from the observa- 
tions in and around urban Montreal by 
Oke and East (1971 ). These observa- 
tions indicated that  the rural atmo- 
sphere near the surface cooled rapidly 
in the evening hours before midnight, 
while the urban atmosphere near the 
surface was maintained a t  a nearly con- 
stant temperature during the same 
period. After midnight both regions 
ccoled a t  about 50 percent of the rate 
found a t  the rural site before midnight. 
Therefore, the magnitude of the heat 
island near the surface increased with 
time in the early evening and then re- 
mained constant until morning. Thus 



the following surface cooling and warm- 
ing rates were assumed : 

Period Urban Rural 
(LST) (C hr-l) (C hr-l) 

1800-2400 0.0 -1.0 
2400-0600 -0.5 -0.5 
0600-1000 1.0 3.0 
These simulations were carried out by 

using a variable time step for both the 
advective and diffusive processes (Born- 
stein and Robock 1975).  The cooling 
rates prescribed above caused formation 
of a surface-based inversion in the rural 
areas, and the advection of cool rural 
a i r  over the uncooled urban surface dur- 
ing the first 6 hours of the simulations 
caused formation of a slightly unstable 
layer near the urban surface. During 
the second 6 hours of simulation, the de- 
creased surface-cooling rates slowed the 
rate of increasing stability a t  rural sites, 
while the urban cooling was unable to 
completely overcome the effects of ad- 
vection, and thus Richardson numbers 
in the city remained slightly negative. 

The horizontal wind field resulting 
after  6 hours of simulated time showed 
a region of decreased wind speeds, as  
compared to those a t  the upwind rural 
boundary. This region was found up- 
wind of, and above, a region in which 
speeds are  higher than those a t  the up- 
wind boundary. A smaller region of 
decreased speeds was also seen down- 
wind of the city near the surface. The 
corresponding vertical velocity field 
showed a region of sinking a i r  over the 
city, sandwiched between two regions of 
upward motion. 

The final simulations were carried 
out to  reproduce the effects of an an- 
thropogenic source of moisture on the 
structure of the urban boundary layer. 
Thus, the conditions expressed by equa- 
tion 18 a r e  no longer used; instead the 
background level of moisture q ,  was 
arbitrarily set equal to 10 gm k g 1 .  In 
addition, i t  was assumed that  the sur- 
face value of q' a t  the urban grid points 
increased by 0.25 gm kg-l hr-l. 

Figure 6.-Distribution of the perturbation specific humidity q' in gm 
km-1 after I 2  hours of simulated time; i.e., at 0600 LST, for the flow 
over a warm, rough, wet city; values represent the deviation from those 
at the upwind boundary. Parameters include a geostrophic wind of 
3 mps, a rural zo of I metre, and an urban zo of 3 metres. 
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Figure 7.-Vertical variation of ~ q ' ,  the dif- 
ference between the values of q' over the 
downwind urban edge and those a t  the up- 
wind model edge, a t  0600 LST for the run 
discussed in figure 6. Also shown is the ver- 
tical variation of 6,'-6' a t  the upwind model 
boundary (thin vertical line) and a t  the down- 
wind urban edge (thick curve). 

The excess moisture thus placed into 
the urban atmosphere was advected and 
diffused vertically and/or horizontally, 
as expressed by equation 7 .  A typical 
distribution of q' after  12 hours of simu- 
lated time a t  0600 LST (fig. 6)  shows 
the effects of the advection and diffusion. 

The vertical variation of the differ- 
ence between the values of the pertur- 
bation specific humidity q' over the 
downwind urban edge and those a t  the 
upwind model edge a t  0600 LST (the 
righthand half of figure 7 )  produces a 
buoyancy effect, as  wet a i r  is less dense 
than dry air. This enhances the buoy- 
ancy produced by the urban heat-island 
effect. At  the same height above the 
surface, the magnitude of the buoyancy 
produced by the urban moisture excess 
a t  any point is given by the difference 
between the value of 6', - 8' a t  the upwind 
model boundary and that  a t  the point 
(fig. 7) .  From these values, and from 
the values of the total predicted buoy- 
ancy due to the heat-island effect was 
computed. The results (table 10) in- 
dicate that, near the surface, the addi- 
tional buoyancy due to  the moisture ex- 
cess is about 10 percent of that  due to 
the heat-island effect. 

However, observations of the moisture 
excess over New York City by Born- 
stein r t  nl. (1972) indicate that  the 
moisture excess of the urban atmosphere 
in the present simulation could be in- 
creased by a factor of two. Even with 
the amount of anthropogenic moisture 
currently specified, there is a noticeable 
increase in the magnitude of the urban 
breeze effect (fig. 8) a t  the center of the 
urban area. The maximum increase of 
AU in the case of an urban moisture 
excess (case 2) over those from the case 
of no urban moisture excess (case 1 )  is 
about 8 cm see---', or about 15 percent. 

SUMMARY 
A heat and moisture excess over of 

New York City has been shown to exist 
by use of helicopter soundings of temp- 
erature and wet-bulb depression. For 
three early morning flights, the moisture 
excess was about 0.9 gm m-3, which rep- 
resented an increase of about 10 percent 
over values a t  nearby rural sites. The 
humidity and moisture excesses were 
generally highest over the central part  
of the city, and then decreased over the 
peripheral urban areas, implying the 
existence of a heat and moisture dome 
over New York City. 

Table 10.-Height variation of the tempera- 
ture dP;BJnce due to the urban 
moisture excess A 6 , ,  and due to the 
urban heat island A02, a t  a site 
located a t  the downwind urban 
edge. 



Figure 8.-Time variation o f  the horizontal 
wind speed a t  a height of 125 m. Values 
represent the differences in cm sec-1 between 
the values a t  the upwind model boundary and 
those a t  the downwind urban edge for the 
two cases discussed in the text. The values 
o f  u, and z, are those given for figure 6. 

Time ( h r s )  

The magnitude of the temporal and 
spatial distributions of anthropogenic 
moisture emissions in New York City 
from fixed and mobile area sources were 
estimated using fuel-use data collected 
during the NYU/NY C urban air-pollu- 
tion dynamics project of 1964-69. The 
maximum annual emission rate from a 
particular square mile in Manhattan was 
found to be equal to about 25 percent of 
the annual evaporation rate in the 
coastal Atlantic off of New York City. 

The URBMET urban boundary-layer 
model was used to evaluate the effects 
on the dynamics of the urban boundary 
layer resulting from the buoyancy as- 
sociated with an observed urban mois- 
ture excess. Results indicated that  the 
buoyancy produced by the moisture ex- 
cess was about 10 percent of that  pro- 
duced by the urban heat-island effect. 
This excess buoyancy enhanced the 
strength of the urban-breeze effect by 
about 15 percent over what had resulted 
due to the heat-island effect alone. 

Work is currently in progress to de- 
termine the fraction of the observed 

nighttime moisture excess over New 
York City that  is due to each of the fol- 
lowing : area-source emissions of mois- 
ture, point-source emissions of moisture, 
and reduced nighttime condensation 
rates in the urban areas, as  compared to 
those in nearby rural areas. In this work, 
the flux of anthropogenic moisture into 
the atmosphere is used as  a surface 
boundary condition for the URBMET 
boundary-layer model. 

There is no completely satisfactory 
method of incorporating area and point- 
source emissions of moisture into a 
boundary-layer model. In previous mod- 
els area sources of heat have been in- 
cluded in surface energy balances, even 
though some of this energy enters the 
atmosphere through the sides and tops 
of buildings. In addition, point sources 
cannot be represented in two-dimen- 
sional finite difference boundary-layer 
models, which can only treat line and 
area sources. Thus work remains to be 
done in order to accurately represent the 
effects of anthropogenic heat and mois- 
ture on the structure of the urban 
boundary layer. 
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LIST OF SYMBOLS 

Variables and Constants- 
Roman Alphabet 

a (x , t )  Specified variation of the sur- 
face specific humidity 

h Top of constant flux layer, 
equal to 25 m 

H Top of transition layer, equal 
to 1900 m 

1 Horizontal index for horizon- 
tal wind and temperature 
grid 

i Vertical index for horizontal 

M a  

MI) 

wind and temperature grid 
Generalized eddy transfer co- 
efficients in cm2 sec-I 
Eddy transfer coefficient for 

heat in cm2 sec-l 
Eddy transfer coefficient for 

moisture in cm2 sec-l 
Annual emission of moisture 

from a particular area 
source, in gm per year 

Same as  M',, but in gm 
see-I 

Daily emission of moisture 
from a particular area 
source grid, in gm 
sec-l 

Moisture emission factor for 
the i-th fuel 

Atmospheric pressure in dynes 

Constant space average of 
pressure in dynes 

Variation of pressure in ab- 
sence of perturbation mo- 
tion in dynes 

Fluctuation of pressure due to 
perturbation motion in dy- 
nes 

Percent of total SO, emission 
in a grid from use of the 
i-th fuel 

Specific humidity in grams of 
moisture per grams of moist 
a i r  



q,, q,, q' See pressure definitions Variables and Constants- 
9 * Friction specific humidity in Greek Alphabet 

grams of moisture per 
grams of moist a i r  

Si SO, emission factor for  i-th 
fuel 

t Time in sec 
T Temperature in K 
T,, T,, T' See pressure definitions 
u Horizontal component of wind 

in the  x-direction in cm seer1 

u, Geostrophic wind in x-direc- 
tion in cm seep1 

u* Friction velocity in cm seep1 
U Total horizontal wind speed in 

cm see-I 
v Horizontal component of wind 

in the  y-direction in cm 
sec-l 

w Vertical component of the 
wind in cin sec-l 

x Horizontal coordination in  di- 
rection of geostrophic wind 
in cm 

Y Horizontal coordinate in di- 
rection perpendicular to the  
geostrophic wind in cm 

z Vertical coordinate for  vor- 
ticity in cm 

Z,, Aerodynamic roughness length 
in cm 

I' 

b 

0 

om, 00, 0' 

0 ,. 

O', 

0 * 

9 

A 

Dry adiabatic cooling rate, 
equal to 9.8 K kni-l 

Modified y-component of vor- 
ticity in see-I 

Potential temperature in  K 
See pressure definitions 
Virtual potential temperature 

in K 
Perturbation virtual potential 

temperature in K 
Friction potential temperature 

in K 
Stream function in cm2 sec-I 
Difference operator 

Acknowledgments. Part of this research 
was conducted using the facilities of the 
Atmospheric and Geophysical Sciences Divi- 
sion of Lawrence Livermore Laboratory 
under the auspices of the U.S.E.R.D.A. Part 
of the work was also supported by National 
Science Foundation grant No. GA-41886 
and by U.S. Environmental Protection 
Agency grant No. DU-74-B491 to the De- 
partment of Meteorology at San Jose State 
University. 



Temporal and Spatial 
Variability of Rainfall pH 

by RICHARD G. SEMONIN, assistant head, Atmospheric Sciences 
Section, Illinois State Water Survey, Urbana, 111. 

ABSTRACT.-The distribution of average rainwater pH over an 
area of 1,800 km2 containing 81 collectors was determined from 25 
storm events. The areal average of the data was pH 4.9, with a 
range of values from 4.3 to 6.8. A single storm event was studied 
to determine the change of pH as a function of time. The initial 
rain was pH 7.1, decreasing to 4.1. An excellent agreement was 
observed between the H+ deposition rate and the rainfall rate. 

- - 

THE STUDY OF PRECIPITATION 
chemistry is a n  essential component 

of the  METROMEX (METROpolitan 
Meteorological Exper iment )  research 
on inadvertent weather modification a t  
St. Louis, Mo. Through the  use of chem- 
ical tracers and analytical techniques, i t  
has been established (Semonin 1972) 
t ha t  materials released from near the 
surface a r e  processed, scavenged, and 

deposited by migratory storm systems in 
a n  area defined in climatological studies 
of Huff and Changnon (1972) a s  the 
St. Louis precipitation anomaly. The  
chemistry research is directed toward 
the estimation of convective cloud 
scavenging efficiency by the  analysis of 
several elements found in rainwater, 
but also includes the  occasional measure- 
ment of pH and conductivity. 

Figure I.-The St. Louis METROMEX field project research 
area. The dashed rectangle delineates the precipitation 
chemistry network. 



Much of the land area within the 
METROMEX research circle (fig. 1) is 
in agriculture, and the deposition of the 
hydrogen ion in a localized high-rainfall 
area is a feature of inadvertent weather 
modification pertinent to crop produc- 
tion in proximity to urban centers. In 
addition, the effect of pH on the quality 
of storm runoff water and shallow 
groundwater supplies is a subject re- 
quiring serious attention as continued 
industrial development proceeds. 

The data presented here begin to ad- 
dress these problem areas by illustrating 
the local variability of precipitation pH. 
An evaluation of the impact of such pH 
variability on regional planning, crop 
production, and local water supplies is 
treated. Though these impacts are  ex- 
tremely important, the nearly total lack 
of validation of rainwater pH effects on 
agriculture and water quality relegate 
this paper to presenting data with little 
interpretation of its meaning to longer- 
range problems of environmental quality. 

DATA COLLECTION 
Twenty-five convective storm days in 

the summers of 1972 and 1974 comprise 
the data set. The area studied covers 
1,800 km2 and contains a network of 81 
rainwater collectors and 3 sequential 
rain samplers described by Gatz et al. 
(1971 ). 

The network samplers consist of a 1- 
liter polyethylene bottle fixed to a metal 
farm fencepost by an adjustable large- 
diameter hose clamp. The samples were 
collected within 2 hours after  cessation 
of precipitation and transported to the 
laboratory facility for analysis within 
36 hours. The pH was determined im- 
mediately upon arrival of the sample 
in the laboratory and before any 
preparations for subsequent elemental 
analysis by atomic absorption spectro- 
photometry. 

The sequentially collected samples 
were treated in the same way as those 
froni the network. However, these 
sanlples were acquired as  a function of 

rainfall rate by a tipping-bucket ar- 
rangement in a housing containing 72 
collector bottles. The bucket emptied 
into polyethylene bottles after  sufficient 
volume of rain fell on the 1--m2 collec- 
tion surface (usually l/(L liter), and the 
local time was recorded for each collec- 
tion event. The recorded time interval 
for the sample collection was used to 
calculate the rates of deposition for the 
precipitation, various elements, and the 
hydrogen ion. 

AREAL VARIABILITY 
The pH determinations from each site 

for all 25 storm events were combined 
to provide an  average distribution over 
the sampling network. The average pH 
values were calculated by first comput- 
ing the total grams of hydrogen ion 
deposited by the 25 storms and dividing 
by the total water collected. The results 
(fig. 2) show that  it is difficult to en- 
vision a direct relationship between 
known SO, sources (fig. 3)  and the areal 
pattern of the pH. 

The area of pH < 4.5 can, of course, 
be qualitatively related to the concentra- 
tion of point sources along the Missis- 
sippi River in St. Louis and E. St. Louis. 
Likewise, the small area of pH < 4.5 
near Granite City coincides with the in- 
dicated nearby sources. However, the 
large areas of pH > 6.5 over the St. 
Louis urban center, and the low pH 
values in the southeastern corner of the 
network do not correlate well with 
known industrial operations. The over- 
all average pH for the entire 1,800-km2 
area determined by combining the 
measurements for all storms from all 
sampling sites was 4.9 

An examinatioii of the frequency of 
pH < 4.5 (fig. 4)  was made to deter- 
iiiilie the persistance of low pH values 
a t  each site. The high frequency in the 
southeastern corner of the network re- 
mains an anomaly and requires verifica- 
tion by additional data. The remaining 
centers of frequent occurrence can be 
attributed to SO, sources in proximity. 



Figure 2.-The rainfall-weighted average p H  pattern derived 
from 25 storms. The areal mean is 4.9 with a range of values 
from 4.3 to 6.8. 

Figure 3.-The location and estimated sulfur oxide source 
strength in proximity to the chemistry network. 

S t .  L o u i s  
SINGLE SOURCES 

( tons /year ]  

3,000-10,000 

E .  S t .  L o u i s  
A 10,000-20,000 

50,000-60,000 

KILOMETERS 



Figure 4.-The point frequency of pH < 4.5 from the 25 
storm data set. 

KILOMETERS 

The value near Edwardsville may be due 
to the Wood River refineries 10 km 
northwest of the network. I t  is interest- 
ing to note that  only 15 to 25 percent of 
the rain samples in these areas produced 
the average pH values < 4.5. 

The average rainwater (fig. 5)  as- 
sociated with the 25 storm events is 
consistent with the concept of inadvert- 
ent precipitation modification by an 
urban complex. The historical records 
for the St. Louis region indicate a rain- 
fall anomaly extending north to south 
approximately 15 to 25 km east of the 
Mississippi River. Even the small sam- 
ple of storm events used for this study 
indicates an  average high rainfall in the 
anomaly area, which points to the prob- 
lems of selecting data-collection sites. 

The hydrogen ion deposition (fig. 6) 
calculated from the pH and rain volume 
shows somewhat better spatial correla- 
tion with the SO, sources. However, the 
removal processes by convective storms 

are  extremely complex and variable, re- 
sulting in a spatial averaging and 
smoothing of the observed rainfall and 
pH data. The results from METROMEX 
( H ~ l f f  1973) indicate two major areas of 
importance to inadvertent precipitation 
modification. The first of these is the 
city of St. Louis; the second is the 
Alton-Wood River industrial complex. 
The latter is not included within the net- 
work boundaries, and the contribution 
of Alton-Wood River to the pH variabil- 
ity can only be surmised a t  this time. 

The deposition pattern can be en- 
visioned as consisting of three bands of 
relatively high deposition oriented ap- 
proximately north to south and sepa- 
rated by 15 to 20 km. Though this 
orientation is not unlike that  of organ- 
ized convective storm systems, there is 
no meteorological explanation for the 
apparent banded structure of deposition. 
A superficial comparison between the 
patterns of average rainfall (fig. 5) 





Figure 7.-The relative frequency distribution o f  rainwater pH 
from 25 storms in 1972 and 1974. 

and average pH (fig. 2 )  suggests little 
correlation and emphasizes the inde- 
pendence of these two variables. Con- 
sequently, i t  is necessary to measure 
both the total rainfall and the pH to 
assess the potential environmental re- 
sponse to acid rainfall. 

The relative frequency of pH (fig. 7) 
obtained by combining all 853 observa- 
tions from the network is another way 
of illustrating the variability of acid 
rainfall. The most striking feature of 
this analysis is the high frequency of 
neutral rainfall and the secoiidary peak 
a t  4.2 pH. This secondary peak is 

created by the relatively few sites that  
undergo frequent low pH precipitation 
as previously described. Further meas- 
urements are  necessary, however, to de- 
termine the precipitaton pH frequency 
in other seasons of the year when urban 
and industrial emissions may be quite 
different from those during the summer 
months. 

TEMPORAL VARIABILITY 
The potental impact of pH on the en- 

vironment cannot be fully determined by 
study of bulk rain samples as acquired 
from the network. For example, all the 



pH-determining compounds could be de- 
posited either a t  the beginning or a t  the 
end of a convective storm, with different 
implicatioi~s as to the expected effects. 

The data obtained on 3 August 1972 
exemplify the temporal change of pH 
and the changes of rainfall rate (fig. 8). 
Throughout the first 45 minutes of rain 
the PH decreased dramatically from 7.1 
to 4.1 while the rainfall rate remained 
relatively constant between 1 and 7mm 
hr-l. The independent, nearby total rain 
sample had a pH of 3.9. Apparently the 
high pH of the initial light rain was 
insufficient to neutralize the later more 
intense and more acid precipitation. 

The measurements from other storm 
events show opposite temporal change 
of p H ;  that  is, increasing from low 
values to relatively constant values. This 

is a n  important feature of precipitation 
deposition of materials, making i t  pos- 
sible to estimate the time rate of change 
of deposition. Since the concentration 
approaches a constant shortly after  the 
initiation of a storm event a t  a point, 
the variation of the deposition rate is 
directly related to the preciptation rate 
(fig. 9 ) .  Therefore, as  a first approxi- 
mation for the depiction of the  rate of 
hydrogen ion deposition, simple meas- 
urements of total storm rainfall pH and 
rainfall rate are  all that  is required. 

SUMMARY AND DISCUSSION 
The areal variability of average pH 

appears to be independent of the aver- 
age rainfall variability and cannot be 
related easily to known SO, sources. 
With the exception of a few sites, the 

Figure 8.-The variation of p H  (closed circles) with time during 
the convective storm of 3 August 1972. The nearby total storm 
sample p H  of  3.9 i s  indicated by the horizontal line. The 
rainfall rate (open circles) in millimeters per hour is shown for 
reference. 
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Figure 9.-The H+ deposition rate (closed circles) and rainfall 
rate relationship for the storm of 3 August 1972. 

T I M E  ( MINUTES ) 

most frequently observed pH was 7.0, 
indicating that  acid rainfall is not an 
extremely serious problem in the 1,800- 
km2 area immediately east of St. Louis. 
These data do point out the difficulties 
with regard to point measurements, and 
suggest that  any conclusions regarding 
long-term trends must be viewed cau- 
tiously. The average pH may vary from 
an acid value (,< 4.0) to an  alkaline 
value over a distance of a few kilometers. 

The study of the temporal change of 
pH in convective precipitation further 
complicates the assessment of the vari- 
ability. The case study presented showed 
a three-unit change of pH during the 
initial 45 minutes of a storm, with little 
subsequent change. During the period of 
nearly constant pH, the rainfall rate 
varied rapidly throughout the storm 
duration. 

The observations reported here illus- 
t ra te  certain problems that  must be 
treated in discussions on acid rainfall. 

The first is related to the desired use of 
the data. For the study of precipitation 
chemistry without regard to environ- 
mental impact, the long-term monitor- 
ing of pH from a single site may be 
acceptable. However, when the ultimate 
utility of pH data for the soil scientist, 
water quality expert, agriculturalist, 
and many other potential users is con- 
sidered, these data show that  single-site 
observations can lead to erroneous re- 
lationships between environmental de- 
gradation and precipitation. 

The second problem area addressed in 
this paper is the relationship between 
the time-varying and total storm rain- 
water pH. The measurements show 
variations of pH during the storm to be 
as  large as  the spatial variations. There- 
fore, the study of the response of the en- 
vironment to the acid content of pre- 
cipitation must carefully consider such 
wide variations both in space and time. 
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ABSTRACT.-An unsteady two-dimensional transport model was 
used to study the short-term effects of urbanization and air pollu- 
tion on the thermal structure in the urban atmosphere. A number 
of simulations for summer conditions representing the city of St. 
Louis were performed. The diurnal variation of the surface 
temperature and thermal structure are presented and the influ- 
ences of various parameters are discussed. 

IT IS ESSENTIAL in air-pollution 
forecasting to  understand how urban- 

ization and the  urban area  modify the 
atmospheric environment not only in the  
immediate vicinity of the  city, but  also 
for  a considerable distance downwind. 
Modification of the environment takes 
on many forms and includes alteration 
of the  wind, temperature, and water- 
vapor proflles a s  well a s  t he  surface 
temperature and the  injection of gaseous 
and particulate pollutants into the 
atmosphere. 

During the past few years, many 
serious atempts have been made to ob- 
serve and explain the  microclimatic ef- 
fects over and around urban areas. The 
best-documented and least-questioned 
climatic effect is the  urban influence on 
temperature in the  atmosphere. The 
urban heat-island phenomena is clearly 
a result of the  modification of surface 
and atmospheric parameters by urbani- 
zation, which in t u r n  leads to a n  altered 
energy balance. The  possible causes of 
the  heat island a re  well recognized 
(Peterson 1 9 6 9 ) ,  but  the  individual ef- 
fects such a s  physical and radiative 
property differences between urban and 
rural  areas, flow changes caused by the  
roughness elements, man-made heat 

sources and radiatively participating 
pollutants have not been sufficiently 
studied, and their quantitative influences 
a re  not completely understood. 

Observational programs and mathe- 
matical modeling a re  needed to gain 
understanding of t he  urban environ- 
ment. Unfortunately, the  very nature 
of the urban environment necessitates 
extensive measurements over large dis- 
tances and long periods of time, which 
a r e  not only difficult but also costly. 
Therefore mathematical models can be 
employed to advantage to  help fill the 
observational gap by numerically simu- 
lating the  transport processes in the 
atmosphere. To the extent tha t  the  
niathematical model simulates the  real 
atmosphere, i t  can then become a valu- 
able tool for  use in micrometeorological 
weather prediction, forcasting of pol- 
lution episodes, urban planning, inter- 
pretation of field data, and identification 
of pollutants by means of remote sens- 
ing methods. 

In  addition to the  above, numerical 
simulations can also be used a s  a guide 
for  observational programs such a s  the  
Regional Air  Pollution Study (RAPS) 
sponsored by the  U. S. Environmental 
Protection Agency ( E P A )  for  the  St. 



Louis Metropolitan area. The main ad- 
vantage of a numerical simulation lies 
in its ability to predict what will happen 
for any given changes in urban para- 
meters, boundary, or  initial conditions. 

In this paper we will describe the 
short-term effects of urbanization on the 
thermal structure in the atmosphere of 
an  urban area, using an unsteady two- 
dimensional transport model. The em- 
phasis is on the potential effects of 
urbanization and a i r  pollution on the 
thermal structure in the urban planetary 
boundary layer. As a specific example, 
results of numerical simulations of the 
city of St. Louis for summer conditions 
a re  discussed. Results of similar ex- 
periments have been reported (Pnndolfo 
et n2. 1971, Atzvuter 1972, Bornstein 
1972, Wagner and Yu  1972, and Atzoater 
1974) .  

NUMERICAL MODEL 
Physical Model and Assumptions 

In the unsteady two-dimensional 
transport model (fig. I ) ,  the earth- 
atmosphere system is assumed to be 
composed of four layers : (1) the free 

(natural) atmosphere where the mete- 
orological variables a re  considered to be 
time-independent ; (2) the polluted at- 
mosphere (the planetary boundary layer, 
PBL) ,  where the meteorological vari- 
ables such as the horizontal, vertical, 
and lateral wind velocities, temperature, 
water vapor, and pollutant concentra- 
tions a re  functions of time, height, and 
distance along the urban area;  (3) the 
soil layer, where the temperature is as- 
sumed to be a function of deptli and 
time only (the soil and interfacial radia- 
tion lsroperties are  allowed to vary in 
the horizontal direction) ; and (4)  the 
lithosphere, where the temperature is 
assumed to be constant during the simu- 
lation period. The atmosphere is as- 
sumed to be cloud-free, and no variation 
of topogralshy is accounted for along the 
urban area. 

In the polluted urban planetary bound- 
ary layer the transport of momentum, 
energy, and species takes place by verti- 
cal and horizontal advection as  well as 
by vertical and horizontal turbulent dif- 
fusion. In addition, radiative energy is 
transported in the solar (short-wave) 

Figure I .-Schematic representation of the urban environment 
and of influences analyzed by the urban boundary layer model. 
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and thermal (long-wave) portions of 
the spectrum. The interaction of both 
natural atmospheric constituents and 
gaseous as well as  particulate pollutants 
with solar and thermal radiation is ac- 
counted for. The planetary boundary 
layer and soil layer are  coupled by 
energy and species balances a t  the at- 
mosphere-soil interface. The horizontal 
variation of the urban parameters such 
as  man-made heat and pollutant sources, 
surface solar albedo (reflectance) and 
thermal emittance, surface roughness, 
thermal diffusivity and conductivity of 
the soil, and Halstead's soil moisture 
parameter are  arbitrarily prescribed 
functions of position along the urban 
area. I t  has been observed (Stern et nl. 
1972) that  the man-made heat and pol- 
lutant sources, for  example, vary during 
the diurnal cycle. However, more real- 
istic modeling of these sources during 
the diurnal cycle must await more com- 
plete observational data. 

Model Equations 
The numerical model is based on the 

conservation equations of mass, momen- 
tum, energy, and species. The equations 
used to describe the planetary boundary 
layer can be written in a general form as 

where t,  x, and z are  the time, hori- 
zontal, and vertical coordinates ; u and w 
a re  the horizontal and vertical velocity 
components ; +i (x,z,t) is the dependent 
variable "conserved ;" Si (x,z,t) is the ap- 
propriate source term;  and KXi and K,i 
are  suitable turbulent diffusivities. The 
independent variables and their corres- 
ponding sources a re  listed in table 1. A 
general discussion of the conservation 
equations was given by Plate (1971), 
and Johnson (1 975) presented a detailed 
derivation of the equations used in the 
model. 

The boundary conditions prescribed a t  
the edge of the outer flow (top of the 
PBL) and a t  the soil surface a re  the 
following : a t  the edge of the outer flow, 
+i is specified ; a t  the interface, u = v = 
w = 0 ; and the surface temperature (a t  
any x) is predicted from an energy 
balance 

, - 
P I  

a+i a+i a+i a ( 2) In this equation, the first two terms 
-+u-f W-=-- K,i- 
at ax az ax account for  absorption of solar and 

thermal radiation, the third term repre- 
sents thermal emission, the fourth and 
fifth terms account for sensible and 
latent heat transfer by molecular and 

[I] turbulent diffusion, the sixth term rep- 

Table I .-Dependent variables and source terms 

1 u horizontal velocity f (v-v,) geostrophic deviation 

2 v lateral velocity f (ug-U) geostrophic deviation 

3 fj potential temperature aF/az, q radiative and man-made heat sources 

4 C, water-vapor concentration C ,  water vapor emission 

5 C i  concentration of pollutant aerosol CI pollution emission 

6 C2 concentration of gaseous pollutant cz pollution emission 



resents heat conduction into the ground, 
and the final term is the man-made sur- 
face heat flux. The water vapor con- 
centration a t  the surface is prescribed 
by Halstead's moisture parameter (Pnn- 
dolfo  e t  (11. 1971) by the expression 

c ,  (x,O) =M(x)  Cw,sat[T(x,O) I + 
[I-M (x)  IC, (ZIP)  [31 

where M is the moisture parameter, 
Cw,s,t is the water-vapor concentration 
a t  saturated conditions, and z, is the 
first grid point above the surface. For 
a prescribed pollutant flux a t  the sur- 
face, m,,, a species balance a t  the inter- 
face, yields the condition 

ployed for the prediction of the dif- 
fusivities in the transition layer under 
stable conditions. 

Stable conditions were assumed to 
exist when the average Richardson num- 
ber in the lowest 25 m of the atmosphere 
was greater than zero. Where this con- 
dition was reached, Pandolfo's model 
was used only near the surface, while 
the polynomial was employed in the 
transition layer. Otherwise, Pandolfo's 
model was used throughout the entire 
PBL. If the Richardson number ex- 
ceeded the critical value, i t  was reset to 
this value so that  unreasonable diffusiv- 
ity values would not be predicted. 

At the upwind boundary, the meteoro- 
logical variables are  predicted from the 
unsteady one-dimensional model of Berg- 
strom and Viskanta (1973a). Initially, 
+i is specified everywhere and is as- 
sumed to be independent of the hori- 
zontal coordinate x. 

Turbulent Diffusivities 
Specification of turbulent diffusivities 

for an urban atmosphere in connection 
with numerical modeling of the PBL is 
a very difficult task and has been dis- 
cussed in a recent review (Oke 1973n). 
The semi-empirical equations developed 
by Pandolfo et al. (1971 ) were initially 
employed. The decay of turbulence in 
the upper part of the PBL was pre- 
scribed by following Blackadar's (1962) 
formulation. However, in the hours be- 
fore sunrise, when the atmosphere be- 
came quite stable, unrealistically deep 
surface inversions resulted and the 
Richardson numbers were found to ex- 
ceed the critical value. 

In  these situations the diffusivities 
predicted by Pandolfo's eddy diffusivity- 
Richardson number correlations were 
not applicable. Therefore, the cubic 
polynomial developed by O'Brien (1970) 
and used by Bornstein (1972) was em- 

Radiative Transfer Model 
The radiative transfer model used has 

been discussed in detail elsewhere 
(Bergstrom and Visknntn 1973b), so 
only a summary of i t  is included here. 
The urban atmosphere is considered to 
be cloudless, plane-parallel, and consist- 
ing of two layers: (1) the free atmos- 
phere, and (2)  the urban PBL where 
the pollutants are  concentrated. The 
earth's surface was considered to emit 
and reflect radiation as prescribed func- 
tions of wavelength. Since the atmos- 
pheric gases and particles absorb, emit, 
and scatter radiation, the radiative 
transfer between the free atmosphere 
and the PBL is coupled. However, no 
consideration is given to individual point 
sources of pollutants. Since multidimen- 
sional radiative transfer is complex, i t  
is assumed that  the transport of radia- 
tion can be approximated by a quasi- 
two-dimensional field based on the 
vertical temperature, water-vapor, and 
pollutant distributions a t  several pre- 
determined horizontal positions. The 
radiative fluxes in the atmosphere are 
then evaluated a t  a few prescribed 
horizontal locations and linear or non- 
linear interpolation is then used to de- 
termine the radiative fluxes between 
these locations. 

The radiative fluxes and flux diver- 
gences are  evaluated by dividing the 



entire electromagnetic spectrum into 
solar (0.3 < A < 4 pm) and thermal 
(4 < A < 100 pm) portions. The com- 
putational details can be found in Berg- 
strom and Viskanta (1973h).  Total 
emissivity data for water vapor and car- 
bon dioxide were used, and scattering 
was neglected in predicting radiative 
transfer in the thermal part  of the spec- 
trum. I t  was assumed that  the influence 
of gaseous pollutants could be confined 
to the 8 to 12 pm spectral region due to 
the relative opacity of the H,O and CO, 
bands. Ethylene or sulfur dioxide were 
considered to be representative pollu- 
tants. The spectral absorption and scat- 
tering characteristics of the aerosol in 
a polluted atmosphere were taken from 
the model developed by Bergstrom 
(1 972 ) .  

Numerical Method of Solution 
The alternating - direction - implicit 

(ADI) method (Ronche 1972) was em- 
ployed to solve the transport equations 
[ I ] .  The selection of suitable grid spac- 
ing, appropriate finite-diff erence ap- 
proximations for the spatial derivatives 
and the algorithm itself, and tests for 
convergence a re  discussed in detail by 
Johnson (1 975) .  To improve the resolu- 
tion near the surface, a logarithmic- 
uniform grid spacing was chosen in the 
vertical direction. The logarithmic spac- 
ing extended to about 1 km from the 
earth surface, and from there to the top 
of the PBL (- 2 km) the spacing was 
uniform. A uniform spacing was also 

employed in the horizontal direction and 
in the soil layer. 

The number of grid points and their 
spacing in the vertical and horizontal 
directions can be varied. The results re- 
ported have been obtained by using 22 
nodes in the vertical direction and 17 in 
the horizontal direction. The first verti- 
cal grid point was located a t  5 m from 
the surface and the horizontal grid spac- 
ing was 1.5 km. The program required 
practically the entire high-speed memory 
capacity (138,000/150,000 bytes octal) 
of the National Center for Atmospheric 
Research CDC-7600 digital computer. 
The computational time was approxi- 
mately 8 minutes for a 24-hour simula- 
tion period. 

RESULTS AND DISCUSSION 

Numerical Experiments 
The numerical model has been tested, 

and a number of numerical experiments 
have been performed, using the city of 
St. Louis as  an example. Because of 
the length and scope of the paper, i t  is 
possible to include only some selected 
results for the temperature in the at- 
mosphere. The experiments were de- 
signed to simulate the thermal structure 
and pollutant dispersion in the urban 
atmosphere. The urban area was mod- 
eled by varying the appropriate surface 
parameters between rural and urban 
values in the horizontal direction. The 
value of these interface parameters are  
given in table 2. A horizontal distribu- 

Table 2.-Numerical values of interface parameters for 
simulations (Johnson, 1975) 

Parameter Upwind Urban 
ru ra l  Center 

Solar albedo 0.18 0.12 
Thermal emittance .90 .95 
Soil thermal conductivity (W/mK) .1 .5 
Soil thermal diffusivity (107 m2/s) 1 2.5 
Surface roughness (m) .2 1.0 
Moisture availability parameter .1 .05 
Lower soil boundary temperature ( K )  295.5 295.5 
Urban heat  source (W/m2) 2 20 
Aerosol pollutant source ( r g / m 2 ~ )  0 2.5 or  5 
Pollutant gas  source (ug/m2s) 0 2.5 or  5 



tion was established by selecting the 
values of parameters a t  the rural and 
urban center locations and, for  lack of 
any better data or information, a Gaus- 
sian distribution curve was then fitted 
between the urban and rural locations 
by specifying the standard deviation of 
a suitably chosen mean value. The data 
given in table 2 are  representative values 
over the city. 

The simulations were started a t  1200 
solar time and continued for a 24-hour 
period. The initial temperature profiles 
used were taken from Lettau and David- 
son (1957) for 24 August 1954 and were 
imposed over the entire area (no x- 
variation). The initial horizontal and 
lateral velocity fields were either identi- 
cal to or decreased by a factor of 2 of 

those given by Lettau and Davidson for  
the O'Neill Great Plains Turbulence 
Study. The pollutant-concentration pro- 
files were initialized to a constant back- 
ground value of 50 pg/m3. 

Components of the Energy 
Budget at the Surface 

The surface temperature can be con- 
sidered as  the forcing function of the 
model. Thus i t  is important to under- 
stand the variation of the energy budget 
components along the urban area. These 
are  presented in figures 2 and 3 a t  2400 
of the first day and 1200 of the second 
day. Inspection of figure 2 shows that  
the emitted (q,.) and the absorbed ther- 
mal (q,,) fluxes are  the dominant com- 
ponents. The turbulent (q,), the latent 

Figure 2.-Variation of the surface balance flux components 
(qt-turbulent, q,-latent, q,-emitted, q,s-absorbed solar, 
qat-absorbed thermal, q,-ground conduction, Q-urban heat 
source) a t  the surface a t  2400 of the first day; Gaussian dis- 
tribution, radiatively nonparticipating, u,=6 m/s and v,=4 m/s. 
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Figure 3.-Variation o f  surface energy balance flux corn onents 
a+ 1200 of the second day: Gaussian distribution, raJatively 
nonparticipating, u,=6 rn/s and v,=4 rnJs. 

r 

(q,) ,  the ground conduction (q,), and 
the man-made urban heat (Q) fluxes a re  
significantly smaller. However, a t  noon 
(fig. 3) the absorbed solar flux (q,,,) is 
the largest term in the energy balance 
and the man-made heat source (Q) is 
the smallest. At the urban center (x = 
10.5 km) the soil heat conduction term 
(q,) amounts to only about 10 percent 
of the absorbed solar flux. The turbulent 
(q,) and the latent (q,) fluxes a re  quite 
sensitive to surface gradients and show 
significant variation along the urban 
area. 

Surface Temperature 
The diurnal variation of the surface 

temperatures a t  four positions along the 
urban area are  shown in figure 4. The 

surface temperature drops sharply in 
the late afternoon, reaches a minimum 
just before sunrise (between 0500 and 
0600), and rises sharply in the morning. 
During the first few hours of the simula- 
tion, an initial transient is noted in the 
surface temperature. This is due to the 
fact that  the assumed initial velocity, 
temperature, and water-vapor concen- 
tration profiles were f a r  away from the 
quasi-steady solution induced by the 
diurnal cycle, and i t  took about 2 to 3 
hours for the system to adjust. The sur- 
face temperatures a t  the downwind resi- 
dential location (node 12) are  slightly 
higher than a t  the upwind residential 
(node 4)  locations. This is attributed to 
the heating of the a i r  as i t  flows over 
the warm city. The maximum surface 





temperature difference (about 4OC) be- 
tween the urban center and upwind 
rural locations occurs just before sun- 
rise. On the other hand, for a simulation 
with higher wind speeds (u, = 12 m/s 
and v, = 8 m/s) , the maximum difference 
occurs in the evening a t  1900 and re- 
mains almost constant throughout the 
night ( J o h n s o n  1975).  

The effect of radiatively participating 
pollutants as  measured by a local sur- 
face-temperature difference (tempera- 
ture with participating pollutants/temp- 
erature without) is illustrated in figure 
5. The temperature differences result 
from an interaction between many com- 
plex phenomena, and therefore individ- 
ual influences a re  not easily identified. 
The surface temperature difference is 
largest during the night and reaches a 
maximum before sunrise 0500 and is 
smallest a t  noon. The differences be- 

tween the surface temperatures a re  con- 
siderably smaller for higher wind speeds 
( J o h n s o n  1.975). 

A comparison of the surface tempera- 
tures for the Gaussian and rectangular 
distributions of urban man-made heat 
sources is illustrated in figure 6. The 
results show that  the difference between 
the two results is only about 1°C, and 
the maximum occurs early in the morn- 
ing (0500) when the man-made urban 
heat source is a significant component 
of the energy budget. At  noon (1200) 
the surface temperatures in the city 
differ by only about O.l°C, indicating 
the predominance of the radiant en- 
ergy transfer in the interfacial energy 
balance. 

Temperature Structure 
The isopleths of the two-dimensional 

potential temperature fields a t  6-hour 

Figure 5.-Local surface temperature difference (simulation 
with radiatively participating ollutants minus simulation with P radiatively nonparticipating po lutants) along the city; Gaussian 
distribution, ethylene (C2H4)-pollutant gas, u,=6 m/s, v,=4 
m/s, m, =m2=2.5 pg/m2s. 



Figure 6.-Comparison of surface temperatures for Gaussian 
and rectangular distributions of urban heat and pollutant 
sources; radiatively participating, ethylene (CzH4)-pollutant 
gas, u p 6  m/s, v,=4 m/s, ml=mz=2.5 pg/mZs. 
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intervals for  a simulation with radia- 
tively nonparticipating pollutants are  
shown in figure 7. At  1800 the atmos- 
phere is nearly adiabatic, especially in 
the upwind rural area, with a thermal 
plume having a temperature of about 
305 K forming a t  a height of about 100 
n~ downwind of the city center (node 8, 
x = 10.5 km).  Note that  the last digit 
denoting the temperature of the iso- 
therm a t  1800, 2400, and 0600 hours has 
been truncated. However, the plume is 
not felt downwind, and the upwind and 
downwind surface temperatures a re  
nearly identical. A surface temperature 
inversion develops a t  night and is seen 
to be deeper over the rural area than 
over the city. This is indicative of the 
nocturnal heat island, which decreases 
the stability of the atmosphere. The 
magnitude of this heat island is larger 
a t  night than during the day. This tjrpe 
of behavior is well documented (Petrr- 

son 1969, Oke 1973b) .  Just  after  sun- 
rise (0600) the breakup of the stable 
layer was noted. The surface inversion 
breaks up rapidly after  sunrise due to 
heating of the surface by absorption of 
solar radiation, and by 0900 all traces 
of the inversion have disappeared. Simi- 
lar types of diurnal variation of thermal 
structure have been found for other 
simulations under different conditions 
(Johnson 1975) .  

The maximum temperature difference 
between simulations with radiatively 
participating and nonparticipatng pollu- 
tants occurs a t  the urban center late a t  
night (fig. 8 ) .  The temperature differ- 
ences are  seen to be largest near the 
surface and a re  confined to the lowest 
600 meters of the PBL. When the pol- 
lutant gas is assumed to have the radia- 
tive properties of sulfuy dioxide (SO,), 
the temperature structure predicted is 
practically the same as  that  for the 



Figure 7.-lsopleths of potential temperature (in K); Gaussian 
distribution, radiatively nonparticipating, u p 6  m/s, v,=4 m/s. 
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Figure 8.-Comparison of thermodynamic temperatures at the 
urban center; Gaussian distribution, ethylene (C2H4)-pollutant 
gas, u p 6  m/s, v,=4 m/s, ml=m2=2.5 pg/mzs. 
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radiatively nonparticipating pollutant 
gas. This is due to the fact that  SO1 is 
a weakly radiating gas. The results are  
consistent with those obtained with the 
one-dimensional model (Bergstrom and 
Viskr~nta 1973n). The net effect of the 
city and the human activity on the 
temperature distribution is illustrated 
in figure 9. The results show that  the 
presence of radatively participating pol- 
lutants dampens the amplitude of the 
diurnal temperature variations and that  
for  a relatively short (24-hour) simula- 
tion the effects a re  confined primarily 
below 600 m. 

Urban Heat Island 
The urban heat island is a well-known 

and accepted fact (Peterson 1969, Oke 
1973b). The urban heat-island itensity 
(maximum difference between upwind 
rural and highest urban surface temp- 
erature, at,-,) predicted is shown in 
figure 10. For  the assumed Gaussian 
distribution of man-made heat sources, 
the maximum surface temperature dif- 
ference occurred a t  the urban center, 

whereas for the rectangular distribution 
during the night i t  occurred downwind 
of the center. The results presented in 
the figure show that  there is a double 
peak in AT,,-,.. The first peak is noted a t  
about 2000. I t  arises due to the more 
rapid cooling a t  the upwind rural area 
than in the city. The maximum heat- 
island intensity occurs just before sun- 
rise and has a magnitude of about 4OC. 
For  the population of the urban area 
and wind speeds of the simulation this 
value is in good agreement with the 
observations and empirical correlation 
of Oke (1973b). For  a simulation with 
lower wind speeds (u, -- 2.4 m/s and 
v, -- 1.6 m/s) ,  which are  not reported 
here, the maximum heat-island intensity 
reached about 10°C. This is also in good 
agreement with the nighttime and day- 
time observed temperature excesses be- 
tween the urban and rural locations 
(Oke 1973b, DeMarrais 1975). 

CONCLUSIONS 
As a result of a limited number of 

numerical simulations that  have been 



Figure 9.-Comparison of perturbation potential temperatures 
(temperature in the cit minus the temperature at the upwind 
rural location) at the ur r, an center for radiatively nonparticipat- 
ing (a) and radiatively participating (b) simulations; Gaussian 
distribution, ethylene (C2H,)-pollutant gas, u p 6  m/s, v,=4 
m/s, ml=m2=2.5 pg/m2s. 
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Figure 10.-Comparison of maximum urban upwind rural sur- 
face temperature differences; ethylene (C,H,)-pollutant gas, 
ug=6 m/s, vg=4 m/s, ml=m2=2.5 rg/m2s. 
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A Preliminary Investigation 
of the Nocturnal Temperature 

Structure above the City of Edmonton, Alberta 

by D. YAP, head, Meteorological Systems, Air Resources Branch, 
Ontario Ministry of the Environment, Toronto, Ontario, Canada. 

ABSTRACT.-Information about the nocturnal temperature struc- 
'ture over Edmonton, Alberta. Observations of the temperature 
fields, including two- and three-dimensional forms of the nocturnal 
heat island, were obtained from minisonde ascents, an instrumented 
helicopter, and towers during a 3-week urban air-pollution field 
study. Results show that urban-induced temperature modification 
is typically in the lowest 100 m above ground. Along the direction 
of the prevailing wind, there is a progressive modification of very 
stable upwind air as it flows toward the city center, the urban air 
being less stable. Implications of these observed features on urban 
air pollutants are discussed. 

THE NOCTURNAL TEMPERA- 
TURE in the lowest few hundred 

meters above urban areas has received 
much attention in recent years (Oke 
1974, Gnrstnng et al. 1975). Observa- 
tions have shown that  the city's influ- 
ence on the nocturnal temperature 
regime commonly can extend up to 300 
m and that  thermal boundary layers are  
generated as  stable upwind rural a i r  is 
advected over a warm urban surface. 
This sometimes results in a well-defined 
urban thermal and pollution plume ex- 
tending aloft and downwind of the city. 
Within the modified urban air, tempera- 
ture profiles often exhibit near-neutral 
conditions, thereby supporting the con- 
tention of a well-mixed urban layer. 
Accordingly, there is usually a marked 
decrease in frequency and intensity of 
ground-based inversions over urban 
areas compared to those over adjacent 
rural surroundings. 

The development of this modified 
layer above the city is generally attrib- 
uted to any one or a combination of the 
following processes : (1) thermal turbu- 
lence due to anthropogenic sources or to 
the release of stored heat in urban 
structures, (2)  mechanical turbulence 
generated by a i r  flow over urban rough- 

ness elements and subsequent redistribu- 
tion of heat, and (3) radiative processes 
in the urban atmosphere. 

The purpose of this paper is to pre- 
sent some qualitive and quantitative 
aspects (including spatial character- 
istics) of the nocturnal temperature re- 
gime and associated boundary layer 
structure over Edmonton, Alberta. The 
implications for urban air-pollution 
modelling are  also discussed. The study 
is based primarily on low-level temp- 
erature-profile measurements obtained 
in and near Edmonton during a n  inten- 
sive 3-week urban-air-pollution field 
study in November and December 1974. 

EXPERIMENTAL 
SITE AND PROCEDURE 

Edmonton, a medium-size city with a 
population of about 0.5 million, was 
selected as the target for  this urban 
meteorological and pollution study. The 
city is located on the banks of the North 
Saskatchewan River in Central Alberta 
(53°33'N,113030'W). The topography 
is generally flat except near the river 
valley, which runs in an  approximately 
northeast-southwest line through the 
city (fig. 1). There the valley is steep- 
sided and narrow, with an  average 



Figure I.-Map of the Edmonton area and sampling scheme 
for probing the urban atmosphere. 
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depth of about 50 m. From the river 
banks, the land rises gradually, the most 
significant change being to the southeast 
( a  slope of 1 :200 a t  15 km from the city 
center). The extent of the built-up area 
is shown in figure 1. The urban core 
consists primarily of medium-density 
structures. This is surrounded by mixed 
low-density commercial and residential 
areas. Heavy industries are  mostly on 
the eastern fringes of the built-up areas. 

The synoptic-meteorological condi- 
tions during the investigation period 
(19 November to 5 December 1974) were 
near normal for this time of the year, 
with one notable exception: a lack of 
significant snow cover in the region. 

Otherwise typical winter cl~aracteristics 
prevailed. This period was chosen in 
part to maximize the chances of observ- 
ing well-developed heat-island effects 
and high air-pollution episodes. 

For the monitoring of low-level tem- 
perature profiles, two mobile minisonde 
systems, a helicopter, and two instru- 
mented towers were used. The mini- 
sonde system is a lightweight version of 
the radiosonde. I t  consists of a small 
inexpensive fast-response temperature 
sonde (microbead thermistor, time con- 
stant 1.5 s, relative accuracy 0.2' C ) ,  
which is carried aloft by a standard 
pilot balloon with a rise rate of about 
3 m/s. Heights and winds aloft were 



obtained by tracking the balloon via the 
double-theodolite method. The helicopter 
was equipped with a Sign-X tempera- 
ture unit, along with ~ollution-measur- 
ing equipment. The temperature sensor 
for this unit consisted of a shielded 
thermistor with a response time of about 
0.5 s and a relative accuracy of 0.2"C. 
Heights were obtained from a pressure 
transducer with a similar response time 
and a relative accuracy of 5 m. 

Supplementary temperature informa- 
tion was obtained from two instru- 
mented towers (fig. 1)  operated by the 
Atmospheric Environment Service, Can- 
ada. Both the telephone and CBC tow- 
ers (urban and rural respectively) are 
equipped with Rosemount platinum 
resistance thermometers in aspirated 
radiation shields and with linear match- 
ing bridges a t  heights of 10.0 and 91.5 m 
above ground. An additional tempera- 
ture sensor is located a t  the 45.7-m level 
on the urban tower. Wind measure- 
ments on both towers were recorded a t  
the 91.5-m level. 

The adopted sampling scheme for 
probing the urban atmosphere is also 
shown in figure 1. Nocturnal measure- 
ments, utilizing the minisonde system, 
consisted of comparative urban and up- 
wind rural temperature profiles during 
the periods shortly after  sunset and 
before sunrise. Eleven simultaneous 
comparisons were obtained. One mini- 
sonde unit was used a t  a fixed location 
near the city center ( P I ,  P2, or P3) de- 
pending on the prevailing wind. Simul- 
taneously, the second unit monitored the 
nearby upwind rural profile a t  locations 
A, B, C, or D ( I  or 11), also depending 
on the prevailing wind. 

On two occasions, 12 minisonde as- 
cents were made along two transects 
across the city, one line perpendicular 
to the other, to investigate the spatial 
structure of the boundary layer. At 
selected points along the spokes A, B, C, 
or D, helicopter soundings near sunrise 
provided vertical profiles of temperature 
upwind, over, and downwind of the ur- 

ban area. In addition, the instrumented 
towers gave continuous nocturnal meas- 
urements of low-level urban and rural 
temperature gradients during the entire 
study period. 

URBAN AND UPWIND 
RURAL TEMPERATURE PROFILES 
Typical examples of comparative ur- 

ban and upwind rural nocturnal tem- 
perature profiles, based on minisonde 
ascents, a re  shown in figure 2. These 
were selected primarily to illustrate the 
wide range in urban atmospheric tem- 
perature profiles than can occur under 
inversion conditions in the nearby up- 
wind rural areas. 

In figure 2 ( a ) ,  the prevailing wind 
was from the southwest with speeds be- 
low 4.0 m/s in the lowest 100 m. Despite 
the lack of significant snow cover in the 
area, intense and deep surface-based in- 
versions (6.9@C/100 m in the low-levels, 
inversion top a t  430 m) occurred a t  both 
urban and rural sounding sites. As no 
urban-induced temperature effects a re  
discernable, it is not possible to define 
a mixed or modified layer. This suggests 
that  radiative cooling over the south- 
western areas of the city was a t  least 
as  intense as  that  over the nearby rural 
surroundings. In this sector of the city, 
larger segments of green areas than 
urbanized land occur. It was noted, how- 
ever, that  similar urban and rural in- 
version profiles occurred on occasions 
with westerly winds. 

The situation, illustrated in figure 
2 (b)  , is for  a northwest wind. Typical 
wind speeds were less than 2.5 m/s be- 
low 100 m, and less than 5.0 m/s in the 
layer between 100 and 200 m. The up- 
wind rural inversion was both intense 
and deep. The a i r  trajectory was mainly 
over built-up areas as i t  approached the 
urban site. A significant heat island, de- 
creasing with height, was evident. Note- 
worthy, however, was the fact that  the 
modified urban layer, about 140 m deep, 
remained strongly stable (3.2@C/100 m 
inversion), although slightly weakened 



Figure 2.-Examples of simultaneous urban and upwind rural temperature 
profiles from the minisonde systems for the period between sunset and 
sunrise. 
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in comparison to that  in the rural en- 
vironment. This type of effect was ob- 
served on several nights. The dominance 
of radiative processes over the relatively 
low-density urban structures would per- 
haps explain this type of urban profile. 

Another situation that  occurred com- 
monly is shown in figure 2 (c) .  Here, 
the upwind rural site was characterized 
by a ground-based inversion, more in- 
tense aloft than near the ground. Winds 
were from the south, and speeds were 
less than 0.5 m/s below 20 m, increasing 
to about 4.5 m/s in the layer 20 to 100 m. 
At  the urban site, the profile is near 
isothermal below 100 m. This type of 
modification may also be ascribed to 
radiation processes as  suggested by 
Hage and Longley (1970), in which the 
city experiences less radiative heat loss 
than the surrounding countryside. Ra- 
diation equilibrium (isothermal) condi- 
tions would thus be expected with in- 
creasing urban heat-island intensities. 

As in the previous example, figure 
2 (d) shows similar upwind rural condi- 
tions with a southerly flow. Wind 
speeds, however, were much stronger, 
4 to 5 m/s below 50 m, and about 10.0 
m/s between 50 and 100 m. A well-de- 
fined mixing layer (about 100 m deep) 
with near adiabatic conditions, devel- 
oped over the urban site. This type of 
urban profile has been observed often in 
mid-latitude cities (Clarke and McElroy 
1974) and supports Summers (1967) 
concept of the city acting as  a heat 
source to create its own mixed layer 
characterized by an adiabatic lapse rate. 
In this particular example, mechanical 
turbulence, thermal turbulence, and 
radiative factors probably all contrib- 
uted to the modification process. 

Figure 2 (e) , a situation for southeast 
winds, indicates considerable modifica- 
tion below 300 m a t  both urban and 
rural sites. Wind speeds ranged from 
3 to 6 m/s in the lowest 50 m. Between 



50 and 100 m, speeds increased to about 
10 m/s and for the subsequent 200 m 
aloft, averaged about 13 m/s. Lapse 
rates below the inversion were near 
adiabatic. As the modification occurred 
both inside and outside the city, the 
dominant influence is considered to be 
of meso-scale extent. The presence of 
extensive cloud cover on this morning 
would appear to support this. The slight 
increase in mixing depth over the city 
may have been caused by additional 
mechanical turbulence over urban 
roughness elements. 

Last, figure 2 ( f )  illustrates an ex- 
ample of conditions after  sunset for a 
northwest wind. Shallow ground-based 
inversions a t  both urban and rural sites 
were evident, despite the fact that wind 
speeds averaged about 7.0 m/s in the 
lowest 50 m depth. There was, in addi- 
tion, a small heat-island effect. The ur- 
ban inversion was slightly weaker in 
intensity than that over the rural site. 

These examples offer some insight 
into the problems of defining or predict- 
ing the nocturnal urban boundary layer. 
I n  the past, this layer, expressed in the 
form of an  urban mixing layer, has 
often incorporated in air-quality disper- 
sion models. The recent works of Clarke 
and McElroy (1934) and DeMarrais 
(1975) suggest that  the depth of the 
nocturnal boundary layer over the center 
of the city can be estimated from the 
temperature structure of the upwind 
rural environs or by the dry adiabatic 
extension of the maximum heat-island 
temperature to an upwind rural tem- 
perature profile. 

Such techniques unfortunately do not 
seem suitable for the situation observed 
in Edmonton, where a near-adiabatic 
assumption may often be inapplicable. 
Indeed, the concept of a nocturnal urban 
mixing depth, with the important im- 
plication of a more or  less uniform verti- 
cal distribution of pollution, would 
perhaps be more aptly replaced by the 
term 'modified depth', in which the ur- 
ban lapse rate can range from inversion 

to adiabatic and in which pollution can' 
be stratified. Land-use patterns and as- 
sociated radiative processes, as well as 
mechanical and thermal turbulence ef- 
fects, could then be combined with in- 
formation on the upwind rural tem- 
perature profile to formulate a scheme to 
predict this modified depth (including 
its nonoccurrence). The use of a modi- 
fied depth to define the nocturnal urban 
boundary layer thickness over Edmon- 
ton yields values typically of about 100 
m or  less near the city center. This cor- 
responds to a boundary layer slope of 
1 :50 or  shallower. 

NOCTURNAL URBAN 
BOUNDARY LAYER STRUCTURE 

Spatial aspects of the boundary layer 
structure over Edmonton were in- 
vestigated on two nights, 27 November 
(1900-2200 MST) and 30 November 
(0500-0810 MST) . On both occasions, 
minisonde ascents were made along two 
transects, perpendicular to each other, 
across the city. These low-level profiles 
were then used to estimate the thickness 
of the modified depth and the shape and 
structure of the urban boundary layer. 
The height of the modified depth was 
identified as that  point on the tempera- 
ture profile (a  continuous temperature 
trace output) above which the gradient 
approximately coincided with that  of 
the upwind rural profile or, in some in- 
stances, the point where a distinct 
change in gradient on the urban profile 
could be readily identified. 

Figure 3 shows the boundary layer 
structure for 27 November along with 
schematics of the observed temperature 
profiles. Southerly winds prevailed dur- 
ing this experiment, with mean speeds 
of about 2.5 m/s below 50 m and 5.5 m/s 
between 50 and 100 m. The two tran- 
sects, northeast-to-southwest and north- 
west-to-southeast, closely followed spokes 
B and D, respectively (fig. 1 ) .  The up- 
wind rural area was denoted region I. 
Here similar ground-based inversions 
occurred, both southeast and southwest 



Figure 3.-The nocturnal boundary layer structure over Ed- 
monton on the late evening of 27 November 1974. 
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of the city center. The characteristic 
temperature profile of this region was 
assumed to extend to the edge of the 
upwind built-up areas. As the a i r  flowed 
across urbanized land, region I1 de- 
veloped, consisting of a modified layer of 
less intense inversions and a general 
progressive increase in boundary layer 
thickness towards the urban center. 
Further downwind, a second boundary 

+RURAL-\ : U R B A N  =--RURAL- 

layer could be identified (designated 
regions, IIIa and IIIb) . Here, lapse rate 
in the modified layer was extremely un- 
stable (superadiabatic) to the north- 
east, whereas i t  was relatively stable 
and of distinct shape to the northwest. 
Eoundary-layer depth on this night over 
the city was confined to the lowest 
100 m. 

The second experiment (fig. 4)  showed 



Figure 4.-Along-wind and cross-wind structures of the noc- 
turnal boundary layer over Edmonton on the early morning 
of 30 November 1974. 
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boundary layer could be identified from 
the upwind south side across to the 
downwind side of the  city. In this  layer 
of modified air ,  temperature profiles 
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November (fig. 3) .  These examples of 
the spatial nature of the nocturnal ur- 
ban boundary layer over Edmonton are  
believed to reflect the heteorogenous 
nature of the urban surfaces. 

URBAN BOUNDARY LAYER 
STRUCTURE NEAR SUNRISE 

Observations of the boundary-layer 
structure over Edmonton from detailed 
helicopter temperature profiles were 
made only during daylight hours be- 
cause of restriction on night-time flying. 
Hence, for  this study, only the measure- 
ments near sunrise were considered rele- 
vant. These provided information on the 
temporal evolution of the nocturnal 
boundary layer through the sunrise 
transition period. 

The example (fig. 5) was obtained on 
the morning of 30 November (0800-1000 
MST) along spoke A (fig. 1 ) .  I t  depicts 
the temperature structure upwind of, 
over, and downwind of the urban area, 
along with the associated boundary 
layer, and, in addition, i t  represents the 
evolution of the nocturnal boundary 

layer (fig. 4) through the sunrise tran- 
sition period. Wind direction and speeds 
remained almost the same as  previously 
given for the period 0500-0810 MST. 

The most significant change in bound- 
ary-layer shape and depth occurred over 
the upwind rural areas. Here the noc- 
turnal ground-based inversions were 
destroyed up to a depth of about 120 m 
through natural convection processes 
within an  hour and a half after  sunrise. 
This effect was observed on most late- 
morning temperature soundings from 
both the minisonde and helicopter meas- 
urements. In general, the effect of solar 
radiation and subsequent warming from 
below created significant daytime rural 
mixing depths of almost similar magni- 
tude to that  over the urban areas by 
mid-day. The structure below the bound- 
ary layer closely followed that  observed 
before sunrise (fig. 5) .  Profiles gen- 
erally decreased in stability along the 
direction of the prevailing wind, from 
near adiabatic upwind to slightly stable 
on the downwind side of the city. 

Figure 5.-Helicopter temperature profiles across Edmonton in the direction of 
the prevailing wind at and after sunrise on 30 November 1974. The inferred 
shape and depth of the boundary layer are also indicated. 
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URBAN AND RURAL 
TOWER STABILITIES 

The hourly vertical temperature gra- 
diants, monitored between 10.0 and 91.5 
m on the urban and rural towers during 
the period 19 November to 5 December 
1974, were used to approximate low- 
level stabilities in and near Edmonton. 
Initially, the gradients were examined 
in terms of Pasquill stability categories 
as  defined by USAEC (1972) (tablt: 1 ) .  
The stability patterns are  illustrated in 

figure 6. Between sunset and sunrise, 
both urban and rural towers showed a 
prevalence of stable conditions (63 and 
78 percent respectively). An examina- 
tion of these nocturnal stability patterns 
indicates that, relative to the rural en- 
virons, the urban site is characterized 
by no change in stability 56 percent of 
the time, decreased stability 42 percent, 
and increased stability 2 percent. Of the 
cases with decreased stabilities, a change 
by one stability category (D to C, E to 

Table I .-Classification of atmospheric stability 

Stability Pasquill Temperature change 
classification categories with height ("C/100 m) 

Extremely unstable A < -1.9 
Moderately unstable B -1.9 to  -1.7 
Slightly unstable C -1.7 to  -1.5 
Neutral D -1.5 to -0.5 
Slightly stable E -0.5 to  1.5 
Moderately stable F 1.5 to 4.0 
Extremely stable G > 4.0 

Figure 6.-Urban and rural tower stabilities (temperature gradients) in Edmonton 
during the period 19 November to 5 December 1974. 
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D, etc.) occurred on 83 percent of the 
occasions. If the cases of coinciding 
neutral stability (D)  on both towers a re  
excluded (such conditions being likely 
to occur under overcast conditions, re- 
gardless of urban or rural ter ra in) ,  the 
following urban stability changes are  
obtained: no change 45 percent, de- 
creased stability 53 percent, and in- 
creased stability 2 percent. 

A comparative study of the nocturnal 
stability variations between 10.0 and 
45.7 m with that  between 10.0 and 91.5 
m on the urban tower gave no difference 
in stability 69 percent of the time. For 
the other occasions, stability variations 
with height were almost equally shared 
between an increase and a decrease. 
Hence, i t  was inferred that  vertical 
stability changes on the urban tower 
were relatively insignificant. 

The tower data suggested that  two 
dominant patterns are  likely to occur in 
the lower urban atmosphere with stable 

nocturnal rural conditions : in one case, 
no change between urban and rural 
stabilities; in the other, a decrease of 
one stability category over the urban 
area. The latter situation is commonly 
assumed for  estimating the vertical dif- 
fusion length over a city (GifSord 1972). 
These nocturnal features are  in general 
agreement with the detailed observa- 
tions of temperature profiles previously 
discussed. In addition, the persistence 
of inversion conditions on the urban 
tower for a few hours after  sunrise on 
several mornings (fig. 6) agrees with 
the minisonde results, which showed 
urban ground-based inversions around 
0930 MST on 22, 23, and 28 November 
1974. 

A comparison of the 11 simultaneous 
upwind rural and urban minisonde 
soundings a t  night with the rural and 
urban tower stabilities for the same time 
periods is given in figure 7. From the 
urban profiles, lapse rates within the 

Figure 7.-Comparison of the low-level lapse rates from minisonde ascents with 
the tower stabilities at night. 
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modified layers, o r  in some instances, the  
lowest 100 to  150 m above ground (cases 
of no modification) were estimated. The 
lowest 100 to 150 m were used to obtain 
the  rural  lapse rates also. In figure 7 
the  solid-dashed lines represent the en- 
velope relationship between temperature 
gradients and stability (USAEC 1972). 
In  general, the urban tower stabilities 
showed good agreement 'with the mini- 
sonde derived urban lapse rates. There 
was slightly less agreement between the 
rural  tower stabilities and the  rural  
minisonde lapse rates. This was not 
surprising because the  rural  tower sta- 
bilities may not always be representa- 
tive of conditions upwind of the  city. 
This limited comparison suggested tha t  
the  urban tower stabilities may yield 
reasonable approximations of diffusion 
characteristics within the  modified ur- 
ban layer over Edmonton and may be 
potentially useful in the development of 
a n  urban dispersion climatology of the  
area. 

CONCLUSION 

This preliminary investigation of the 
nocturnal temperature s tructure over 
Edmonton provided some experimental 
evidence of the  manner in which a 
medium-size city can alter the  lower 
atmospheric thermal regime and the as- 
sociated boundary layer structure. In  
contrast to similar investigations for  
other mid-latitude cities, the results here 
showed a wide range in urban-induced 
temperature modification (from inver- 
sion to adiabatic and in some instances, 
no change) when stable upwind rural  
a i r  is advected over the  city. 

diet this depth in which the lapse ra te  
can vary over a wide range. 

Case studies of the variation in the 
nocturnal boundary layer s tructure ex- 
hibited complex patterns tha t  seem to 
reflect the  heteorcgeneous nature of the  
urban surface. Urban tower gradients, 
expressed in terms of Pasquill Stability 
categories, indicated two dominant re- 
gimes: no change in stability, and a de- 
crease by one stability category (less 
stable) a s  compared to simultaneous 
rural  values. The determination of these 
urban stabilities from tower measure- 
ments could be applied usefully in de- 
veloping a n  urban dispersion clima- 
tology for  the area. 
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Surface Air Temperature 
in a Maritime Metropolitan Region 

by J. D. McTAGGART-COWAN and J. W. S. YOUNG, respectively 
with the Atmospheric Environment Service, Environment Canada, 
Downsview, Ontario; and New Brunswick Department of the En- 
vironment, Fredericton, New Brunswick, Canada. 

ABSTRACT.-In investigations of the micrometeorology of any 
area, one of the basic parameters required is the spatial and tem- 
poral distribution of the surface air temperature. A mobile in- 
strument mounted on an automobile was used for measuring 
temperatures within the surface mixed layer. Details are presented 
of a case study at Saint John, New Brunswick, in a summer period. 
The effects of topography, lakes, sea-breezes, and land-use charac- 
teristics are discussed. 

STATISTICS for climatology of a 
region that  are  based on measure- 

ments taken a t  only one point fail to 
reflect differences in climate within the 
region. These differences can be espe- 
cially significant in determining the 
scope of a tourist industry or in land-use 
planning on a regional and personal 
level. 

One of the interests many people have 
is the distribution of surface a i r  temp- 
erature within a region. During the 
summer months, some people like to stay 
near bodies of water where tempera- 
tures a r e  moderated. Others prefer more 
radical climates where the a i r  is drier 
but the temperatures vary greatly. Me- 
teorologists a re  also interested in the 
surface isotherms, as  they give an  in- 
dication of the state of the atmosphere 
in the surface mixed layer. 

A simple, mobile instrument for meas- 
uring these temperatures is described, 
and an example of the information that  
can be obtained is given for a maritime 
metropolitan region. 

THE INSTRUMENT 
A rugged, dependable, and inexpen- 

sive direct-reading temperature system 
was developed for measuring the a i r  
temperature from a moving vehicle. 
I t  consists of a sensor and supporting 

structure (fig. I ) ,  a simple circuit (fig. 
2 ) ,  and a digital voltmeter. 

The sensor used is a dual thermistor 
made by Yellow Springs Instrument 
Company. These thermistors, when com- 
bined in a simple resistive network, 
produce a device capable of giving re- 
producible temperatures on a linear 
scale with a range of about 50°C. (The 
networks used in this system worked 
from -5°C to 4-45°C.) 

The thermistor bead (YSI#44018) 
is mounted securely in a thermally in- 
sulating holder that  is mounted between 
two circular plates about 7 cm in di- 
ameter. The separation between the 
plates is such that  the bead is screened 
from the direct rays of the sun (except 
a t  low sun angles) and cannot sense the 
road surface on either side of the trans- 
porting vehicle. These plates, held to- 
gether by three thin vertical struts, a r e  
painted shiny white on their outer sur- 
faces and flat black on the inside sur- 
faces. This combination serves as  a 
fairly effective radiation shield for  the 
sensor by blocking off direct and re- 
flected shortwave solar radiation while 
permitting ample airflow past the sensor. 

The bottom plate of the shield and 
the insulating holder attach to the top 
of a standard whip antenna, which is 
mounted on the roof rack of an  auto- 



Figure I.-Sensor and supporting structure. mobile. This allows the sensor to be 
placed several meters above the ground 
and a t  least 1 m above the roof of the 
transporting vehicle. Several advantages 
are  gained by this type of mounting in 
that  the sensor tends to be above the 
layer of air  directly influenced by the 
road and thus samples in an area that  
represents the surroundings. The ve- 
hicle motion, which was maintained 
above 5 m sec-l for all sampling points, 
produced adequate ventilation for the 
sensor. 

Three wires lead down the mast from 
I the sensor to the signal conditioner box 

I inside the vehicle. This box consists of 
a constant voltage source generator 

SH l  ELD (such as an RCA3055) working from a 
9-V battery, a divider network to drop 
the output voltage of the regulated sup- 
ply to a useful level, a zero-offset con- 

S H I E L D  trol, and the resistive network for 
linearizing the thermistor output. A 
swith is also included to permit mon- 
itoring of the regulated DC voltage, and 
a variable resistor control allows setting 
of that  voltage when any drift due to 
system aging is detected. 

The output of this box can be moni- 
tored by any DC voltmeter. A Weston 
Digital Voltmeter, Model 1240, was used 
during the field study reported in this 

Figwe 2.-The thermistor linearizing circuit. T I  and T2 are the sensor elements; 
ES,, is the battery supply voltage; Ere, i s  the reference voltage chosen using the 
thermistor's equation to yield a unit change in EOut for a O.I°C change in 
temperature. 



paper. This permitted the temperature 
to be read directly to O.l°C. The absolute 
accuracy of the system is 50.2OC with- 
out calibration, and the system is in- 
sensitive to a i r  velocity above 5 m sec-1. 

THE FIELD PROGRAM 
To investigate the spatial and tem- 

poral distribution of surface a i r  temp- 
erature in the vicinity of Saint John, 
New Brunswick, Canada, two identical 
instruments were constructed, tested, 
and calibrated. 

A grid was laid out on the city map, 
and a series of stations were identified, 
based on the criterion that  a site selected 
was to be as  close to the center of each 
grid square as  possible but still on a 
navigable road. This produced 51 sepa- 
rate locations, which were divided into 
two courses, one on each side of the 
Saint John River. A continuous loop 
for each course was chosen, and this 
became the driving pattern for the two 
vehicles, each manned by a driver and 
an observer. Each course took about 
1.5 hours of continuous driving to com- 
plete, and a minimum of five traverses 
was run each day. 

The temperature a t  each station was 
obtained by averaging the readings 
taken during a 10-second interval cen- 
tered a t  the preselected site. These 
values were then plotted against time to 
obtain 51 individual daily temperature 
curves. From these a series of surface 
isotherm maps was obtained for times 
corresponding to concurrent vertical 
profiling of the atmosphere. An example 
of these maps, showing isotherms drawn 
every 0.4OC, is given in figure 3. Com- 
plete data from this study a r e  given in 
McTaggart-Cowan et ccl. (1 974).  

RESULTS 
From these isotherm plots, a number 

of clearly definable meteorologically in- 
fluenced events can be observed. The 
isotherm plot made for 1430 local time 
on 16 July 1974 (fig. 3) shows the 
typical detail that  can be observed dur- 
ing a sunny afternoon. Temperature 
differences of 6OC are  not uncommon in 
a distance of 8 km from the edge of the 
Bay of Fundy. These differences de- 
velop rapidly during the summer when 
the sky is clear. 

This particular day also showed the 

Figure 3.-Surface isotherms a t  1430 on 16 July 1974. The city of Saint John, 
New Brunswick, straddles the Saint John River just a t  i t s  mouth. (Map Scale: 
I cm= 1780 m). 
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Figure 4.-Surface isotherms at 1000 on 16 July 1974, showing the effect of 
fog on the temperature gradient. 

effect of fog. At  1000, the isotherm map 
(fig. 4)  showed very little structure. 
The visibility in fog a t  this time was 
given as 6 mi, with the sky totally over- 
cast. The sky cleared sometime after  
1100, and convective-type clouds were 
reported by 1500, shortly after the 1430 
profile. This type of cloud can be re- 
lated directly to the strong heating of 
the surface. 

The effect of the sea breeze, a charac- 
teristic event of a maritime region, can 
also be observed in figure 3. The bulge 
inland of the 20.0" and 22.0" isotherms 
on the right of the diagram is a result 
of the colder Bay of Fundy a i r  intruding 
over the rapidly warming land. In the 
morning before this developed, the flow 
was light northerly, but by the after- 
noon the southwesterly flow of the sea 
breeze dominated. This resulted in the 
surface mixed layer temperature near 
the water being warmer than that  fur-  
ther inland in the morning, but cooler 
later in the day. The moderation of the 
surface a i r  temperatures in summer 
near a body of water is clearly shown. 

Another example of the effect of a 
body of water on the surface tempera- 

ture can be seen in figure 5. In the west- 
ern portion, the 14.0" isotherm can be 
seen directly downwind of a lake. The 
water temperature is higher than the 
a i r  temperature and, with the westerly 
flow that  was dominant a t  the time, a 
tongue of warmer a i r  developed on the 
lee side of the lake. The splitting of this 
warmer a i r  flow follows the topography. 

Urban versus rural temperature dif- 
ferences can also be demonstrated by 
isotherm plots. The early morning dis- 
tribution of temperature on 18 July 1974 
(fig. 5) shows the heart of the city with 
a temperature of 13.2"C, while the 
countryside is typically below 12°C. This 
feature is usually masked during clear 
summer days by the locally generated 
a i r  flow resulting from the city's prox- 
imity to the water. 

The plot for 1100 on 18 July 1974 
(fig. 6) shows an example of a late- 
n~orning situation on a clear sunny day. 
This plot is similar in complexity to the 
1430 plot on 16 July (fig. 3 ) ,  but has 
occurred more than 3 hours earlier. Only 
the full-degree isotherms are  shown, as 
the principal purpose of the figure is to 
show the effect of topography on the 



Figure 5.-Surface isotherms at 0700 on 18 July 1974, showing the effect of 
Ludgate Lake on the surrounding temperature field and the warming caused 
by the city center. 

Figure 6.-Surface isotherms at 1 100 on 18 July 1974, showing the effects of 
topography. The areas enclosed by the dashed lines (the 61-m contour) have 
an elevation above 6 1 rn. 

BAY OF FUNDY 

temperature distribution. The dashed to the south. The inward thrust  of the 
lines show the 61-m contour. Two domi- sea breeze can be seen to the right of 
nant hot spots can be observed, one in the plot where i t  lines up reasonably 
the upper center of the picture, and the well with the valley. On the west, the 
other directly to the left of it. Each is more complex topography tends to ob- 
in a valley protected from the sea breeze scure the early effects of the sea breeze. 



CONCLUSION 
This technique for obtaining surface 

isotherms is both simple and inexpensive 
to operate. The results can be used to 
aid in land-use planning on several 
scales. Areas that  have high summer 
daytime temperatures and are  near 
water a re  naturals for good tourist-in- 
dustry development, offering swimming 
and boating. Industrial development 
normally associated with coastal regions 
should be located in areas where gaseous 

effluent will not be carried inland to 
residential areas by the sea breeze on 
clear afternoons. Ilidividual people can 
also use this type of information in a 
qualitative manner in choosing general 
areas of habitation. 
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The Urban Heat Island in Akron, Ohio 

by FRANK P. MARTIN and GRACE L. POWELL, respectively 
weather service specialist, National Weather Service, Akron, Ohio; 
and associate professor of geography, University of Akron, Akron, 
Ohio. 

ABSTRACT.-Data gathered by automobile traverse were used to 
describe the urban heat of Akron, Ohio. Observations were made 
at 2100 or 2200 EST on four nights-17 April, 11 July, 10 October, 
and 2 January. Weather conditions not conducive to heat-island 
development were avoided. Temperatures in the center of the heat 
island were 6 to 14°F warmer than rural areas outside the city. The 
heat-island center was always over a mixed residential/commercial 
area. Topographic influences were apparent in the heat-island 
pattern. 

MUCH HAS BEEN WRITTEN about 
the micro-climatic variations that  

have been found in some urbanized 
areas and hence have been assumed to 
exist in other urban centers as  well. The 
most commonly documented urban im- 
pact on climate has become widely 
known as the "heat island." 

Factors contributing to a heat island's 
existence a re  integral parts of urban 
areas - pavement, brick, concrete, as- 
phalt, and other stone-like building mat- 
erials ; high volume of motorized traffic ; 
large concentrations of heated and 
otherwise energy-serviced buildings ; 
and industrial complexes. Despite the 
near certainty that  a heat island can be 
identified in almost any urban center, 
the precise location and the magnitude 
of its development a re  anything but cer- 
tain. The factors bearing on the way in 
which heat islands develop a re  reviewed 
as  the heat island in Akron, Ohio, is 
examined here. 

METHOD OF DATA COLLECTION 
Data for  this study were collected on 

the nights of 17 April, 11 July, and 10 
October 1972 and 2 January 1973, using 
the automobile traverse method similar 
to that  used by Hutcheon et al. (1967). 
Weather on the days chosen for the in- 
vestigation varied significantly enough 
throughout the days (and during the 

time of the traverse runs) to assure a 
fa i r  representation of meteorological 
conditions. However, days with strong 
winds, cloud cover, and precipitation 
were avoided for  data collection because 
these conditions weaken or eliminate 
heat islands. Week nights were chosen 
for  investigation because Mitchell (1953) 
showed that  increased human activity 
through the week days cause warmer 
urban temperatures than those that  oc- 
cur on weekends. 

RESULTS 
As may readily be seen (figs. 1 to 4) ,  

the center of the heat island in Akron 
formed over the same area on all four 
occasions - approximately 1.5 miles 
northwest of the central business dis- 
trict (CBD). The intensity of the heat 
island is indicated by the temperature 
differential between the edge of the city 
and the heat island center. The intensity 
varied with the season: g0F in spring, 
6OF in summer, 14OF in autumn, and 
7°F  in winter. 

The center of Akron's heat island is 
located over a mixed residential-com- 
mercial land-use area. The commercial 
activity is located in relatively low- 
profile buildings with large paved park- 
ing areas. These low-profile buildings 
have very little shadowing effect on each 
other ; hence considerable solar radiation 



Figure I .-Akron's heat island location 2200 Figure 3.-Akron's heat island location 2 I00 
EST, 1 7 April 1972. EST, 10 October 1972. 

Figure 2.-Akron's heat island location 2100 Figure 4.-Akron's heat island location 2200 
EST, I I July 1972. EST, 2 January 1973. 



is absorbed by them during the day. 
After sunset, the stone-like surfaces con- 
duct heat to the urban air-causing ex- 
cess heating. 

The housing a t  the center of the heat- 
island area varies from modern multi- 
storied apartment houses to large frame 
(and a few brick) houses that are  about 
60 years old and have been converted 
into apartments. The average number 
of residents per apartment is three. 

This concentration of apartments has 
resulted in the area having the second 
highest housing and population density 
in the city of Akron. The areas of the 
city that  have the highest housing and 
population density are  located on low- 
lying ground, and cold air  drainage pre- 
vents the formation of a heat island over 
these high housing/population density 
areas. 

The University of Akron Laboratory 
for Spatial and Cartographic Analysis 
has produced maps of Akron, using 1970 
Census Data, which show the sections of 
the city with population density of 20 to 
25 persons per acre and 6 to 10 houses 
per acre (figs. 5 and 6). 

These population and housing vari- 

ables are  important, since human and 
animal metabolic heat, and waste heat 
from space heating (and cooling), all 
contribute heat to the urban atmosphere. 

In addition, the heat-island center is 
located over relatively high ground that  
causes cold air  to drain away from that  
area. The heat-island center is approxi- 
mately 100 feet higher than the sur- 
rounding ground. 

DISCUSSION 
Since heat-island formation is due to 

the impact of man, i t  follows that  heat 
islands can be reduced, intensified, or 
possibly eliminated by man's effort. In- 
vestigation into how to eliminate a heat 
island should become an area of research 
after its location and intensity is known. 
Bach (1972) showed that  wise land use 
can decrease the effect of heat islands. 

Some may question why this type of 
investigation should become important 
and a source of intensive investigation. 
The answer is simple - heat islands are  
killers. Clarke (1972) and Buechley 
et nl. (1972) have shown that  the com- 
bination of increased heat and humidity 
of urban areas produces thermal stres- 

Figure 5.-Housing density in the heat island Figure 6.-Population density in the heat 
in Akron, Ohio (1970 Census data). island in Akron, Ohio (1970 Census data). - 



ses, particularly a t  night among the poor 
and elderly, who are  the predominate 
economic and age groups that  live in the 
central cities. 

These thermal stresses are  a signi- 
ficant factor in causing urban mortality 
rates to be much higher than rural or 
suburban mortality rates during heat- 
wave conditions. The thermal stresses 
are  produced because there is virtually 
no relief from heat and humidity in the 
urban areas a t  night due to the heat- 
island effect and the lack of a i r  con- 
ditioning among the poor and elderly. 
However, in the rural and suburban 
areas, relief from thermal stress occurs 
once nocturnal cooling begins. 

Jus t  how significant this death rate 
can be was indicated by Bridger and 
Hefland (1968). They studied the St. 
Louis, Missouri, area for July 1966 and 
found that, although the corporate limits 
of the city ( a t  that  time) contained only 
32 percent of the metropolitan popula- 
tion, 85 percent of the heat-related 
deaths took place within the corporate 
limits. The urban death rate was 5.5 
times as  great as the rural death rate 
for  the same time period. Other studies 
have indicated similar results. 

CONCLUSION 
Despite the prevalence of heat islands 

as  urban climatological phenomena, 
their location, nature, and magnitude 
cannot be inferred on the basis of city 
size, industry mix, and housing density 
alone. Local climatological and physio- 
graphic conditions must also be con- 
sidered. The net result is that, a t  least 
until much more work is done, each ur- 
ban situation must be treated as a uni- 

que case. As this study has shown, 
careful and precise measurements need 
to be taken within an  urban area to de- 
termine the nature, extent, and magni- 
tude of heat islands. 

The heat island in Akron is the result 
of the interaction of four variables: 
elevation, land use, housing density, and 
l~opulation density. A significant change 
in any of the four could cause the heat 
island to be weakened. 

City planners should take such mat- 
ters as those discussed in this study into 
consideration when making plans for 
urban expansion or building within the 
city, because whatever they do affects 
the microclimate. However, i t  seems 
that  most planners have little knowledge 
of microclimatology. Unpleasant urban 
climates reflect both the lack of plan- 
ning and the lack of knowledge of 
microclimatology. 
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Washington's "Free" 300-Station 
Microscale Weather Network 

by THOMAS BLACKBURN, meteorologist, Planning and Require- 
ments, Office of Meteorology and Oceanography, National Weather 
Service, Silver Spring, Md. 

ABSTRACT.-This article is intended to encourage those planning 
to conduct meso- or microscale weather studies to supplement their 
sophisticated observing techniques and equipment- with low-cost 
observations taken bv volunteers. Such observations can often 
show high benefits per unit costs in expanding the geographical 
area of study, increasing the density of observations, or in verifying 
the validity of urban study findings. Techniques used in recruiting 
and sustaining the 300-station volunteer Washington, D.C., Network 
are described. 

DATA FROM APPROXIMATELY 
320 precipitation - observing sites 

within a 25-mile radius of downtown 
Washington, D.C., a r e  recorded af te r  
each occurrence, under the  sponsorship 
of the  Washington National Weather 
Service Forecast Office (WSFO) . About 
150 of these sites record maximum and 
minimum temperatures once daily, and 
many report additional meteorological 
events of interest, such a s  high winds, 
hail, thunderstorms, ice storms, and 
floods. Observers mail in their reports 
a t  the  end of each month, and a few re- 
port real-time weather events to the  
WSFO via recording telephone. 

COSTS OF OPERATING 
WASHINGTON NETWORK 

All observers supply their da ta  t o  t he  
Washington Network without pay, and 
the  majority of them purchase and pay 
fo r  their own equipment. The rest a r e  
participants in separate networks spon- 

sored by the federal and county govern- 
ments. 

Bookkeeping, tabulation of the  re- 
ports, and preparation of a monthly 
weather summary a re  done in off-duty 
time, largely by Stephen Flood and the  
author. Flood also puts in a limited 
amount of time during slack periods in 
his NWS work schedule. Many of the  
observers have also contributed their  
time generously. 

There a r e  two NWS cost items to  the  
Washington Network. One is the print- 
ing of the Metropolitan Network 
Monthly Reports (fig. 1) costing less 
than 5~ each. The reverse side of this 
form contains the  mailing address. Mail- 
ing is free, using government franking 
privileges. The second cost item is the 
printing of t he  monthly weather sum- 
mary, which averaged $43 per 8-page 
issue in 1974. Franking privileges a r e  
used to mail this f ree  to volunteer ob- 
servers and a few others. 



Figure I .-Metropolitan Network monthly report card, used by 
volunteer observers to record and mail observations. 
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NETWORK INSTRUMENTATION AND 
DATA EXCHANGE WITH 

OTHER NETWORKS 
Of the 320 rain-gage sites, 40 a re  re- 

cording and 20 a r e  NWS standard 8- 
inch. Of the 40 recording gages, 34 are  
operated by county governments com- 
paring rainfall vs. runoff and flooding 
relationships between urbanized areas 
and the outer suburbs where urbaniza- 
tion is planned. Most of the other re- 
cording gages are located a t  NWS and 

military weather stations a t  airports. 
The 8-inch gages are  operated mostly by 
stations in the NWS climatological net- 
work. The network has an  additional 
20 or so clear plastic cylindrical rain- 
snow gages having an 11-inch capacity, 
and 240 wedge-type plastic gages with 
a 6-inch capacity. These are  purchased 
by observers both for participation in 
the Washington Network and for their 
own use; they cost about $10 and $2.50, 
respectively, in 1975. These a re  signi- 



ficantly below retail, thanks to bulk 
purchases. 

Maximum-minimum thermometers are  
of the U-shaped type, except for about 
30 a t  NWS and military weather sta- 
tions and in the NWS climatological net- 
work. The U-shaped thermometers were 
bulk-purchased for about $9 in 1974. 

Temperature and rainfall data from 
climatological, county, and federal gov- 
ernment stations a re  freely shared with 
the Washington Network; and sum- 
marized data from the Washington Net- 
work are  shared with those operating 
the government networks. 

POTENTIAL OF UNPAID VOLUNTEERS 
IN SUPPLEMENTING 

MICROSCALE STUDIES 
The main purpose of describing the 

Washington Network is to suggest usage 
of the  same type of data to augment 
other types of meso- or microscale 
studies. Suggestions for the establish- 
ment and maintenance of such networks 
are  offered later. 

It would be difficult to justify estab- 
lishing much of a volunteer network to 
supplement short-period studies, such as 
2 or 3 nights of temperature traverses, 
due to the time and effort required to 
establish it. However, the value of vol- 
unteer networks increases as the length 
of the period of the microscale study 
increases. Some suggested microscale 
studies using volunteer observers a re  
discussed below. 

Studies of the Influence of Urbanization 
or Terrain on Precipitation Patterns 

Application of the low-cost Washing- 
ton Network concept is most obvious as  
a supplement to urban precipitation 
studies. The appeal of volunteer ob- 
servations lies in the use of a mix of 
simple and complex observing systems. 
For example, instead of setting up a 
network of recording ra,in gages about 
2 miles apart ,  every other station in this 
2-mile grid could consist of a simple rain 
gage operated by a volunteer. Use of 

the low-cost gages a t  about half of the 
planned observing sites would cut field 
instrumentation costs significantly. I t  is 
doubtful that  estimations of rainfall 
rates and measurements of storm totals 
would suffer unduly from this sub- 
stitution, even in the case of stationary 
thunderstorms with intense isohyetal 
gradients, especially if digital radar  
data were available for the study area to 
assist with analyses. 

A correlary use of volunteer observers 
would be to intersperse these between 
recording gages installed a t  the pre- 
planned locations, as  a means of increas- 
ing data density and hence, analysis 
accuracy. This type of use is particu- 
larly apropos for studying rainfall-run- 
off relationships (and for improving 
real-time flash-flood warning capabil- 
ities) over small drainage basins, or 
over somewhat larger basins lacking 
digital radar within a reasonable dis- 
tance. 

Urban-Heat-Island Studies 
One of the main goals of urban temp- 

erature studies is to establish relation- 
ships between temperature and non- 
meteorological factors such as  terrain, 
degree of urbanization, and vegetation 
(TUV) . Empirical relationships estab- 
lished between these in one metropolitan 
area are  most beneficial if they are  ex- 
portable to other areas. 

The establishment of reliable TUV 
relationships to temperature over any 
sizable area can be quite difficult using 
temperature traverses alone, due to 
short-period temperature changes or 
the number of simultaneous traverses 
needed. There are  two means by which 
volunteer observers may contribute. 
First,  they can be informed in advance 
of the times of planned temperature 
traverses, in order to coordinate their 
readings. However, many traverses are  
conducted during inconvenient hours 
(a t  night). This problem is partly over- 
come by the second method, which uses 
volunteers having maximum-minimum 



thermometers. Readings by the volun- 
teers need not be made a t  specific 
times if the traverses a re  made a t  or 
near times of maximum or minimum 
temperature. 

An additional advantage of volunteers 
is their capability of taking readings 
over extended periods of time - a pro- 
cedure that  is usually impractical for 
temperature traverses. Extended rec- 
ords a re  beneficial not only for obtaining 
long-term averages, but also for getting 
several sets of samplings under differ- 
ent combinations of wind speed, cloud, 
and snow cover. 

Pollution-Sampling Networks 
Volunteer pollution observers judi- 

ciously scattered over a city could pro- 
vide a low-cost yet valuable supplement 
to more sophisticated pollutant-measur- 
ing networks. Volunteer observers could 
either retain samples of their rainfall 
for  certain types of a i r  (or water) pol- 
lutant analysis, or expose other types of 
pollution collectors to the air. 

Recruiting procedures depend on the 
type of sampling employed. Small, light 
samples could possibly be mailed after 
exposure, while the larger ones should 
be taken to a common collection point. 
For the latter, recruiting might be con- 
centrated within a given office building, 
where volunteers could drop samples off 
a t  work. 

Selection of pollution observers from 
pre-existing temperature or rainfall net- 
works offers about the best chance of 
obtaining people of proven reliability, 
likely to be interested in participating, 
and capable of following instructions. 
Random recruiting can often result in 
volunteers lacking these qualities. 

Relationship of Urban Temperature 
Patterns to Vegetation and Length of 
Growing Season 

Costly temperature-measuring devices 
need not be relied on entirely to deter- 
mine the effect of vegetation on urban 
temperature patterns and vice versa. 

Much can be learned by comparing 
maximum and minimum temperatures 
taken by volunteers in builtup vs. for- 
ested areas. These same observers could 
also report the impact of weather and 
urbanization on plant life, such as 
flower-blooming dates and frost, fungus, 
and pest damage. 

Washington's annual Cherry Blossom 
Parade would usually have to take place 
3 weeks later if i t  were held in the 
northern part  of the suburbs, yet still 
inside the Beltway. Volunteer observa- 
tions have shown the growing season to 
be 31b2 months longer in the warmest 
part  of the heat island than in the outer 
suburb valleys 25 miles away in two of 
the past 4 years, despite variations in 
elevation of only 500 feet. 

The increased evaporation rate in the 
heat island is probably the main reason 
the downtown Arlington Army-Navy 
Country Club requires more watering 
than the rural golf courses. 

POTENTIAL SOURCES OF 
FREE OBSERVATIONS 

There are  two basic sources of free 
observations. One consists of existing 
observing sites and the other of potential 
new observers. Either source may be 
surprisingly easy to tap, and may pro- 
vide more data than seem necessary in 
some areas. The acceptance of some 
redundancy can help compensate both 
for what might be less accurate 
observations and (in the case of ex- 
tended-period studies) for dropouts and 
temporary observer absences during 
summer vacations. 

Pre-Existing Observations 
The following list includes potential 

sources of pre-existing observations. The 
number a t  the end of each source in- 
dicates the number of that  type of ob- 
servation in the Washington Network. 
1. Airports, (military or civilian) handl- 

ing scheduled traffic. These take ob- 
servations hourly. There a re  seven 
of these in the Washington Network, 



each of which submits monthly sum- 
maries. 

2. NWS climatological stations, or 
USDA experiment stations etc. re- 
cording maximum and minimum tenl- 
peratures and daily precipitation 
(about 15). 

3. Networks of recording rain gages 
operated by county governments or 
the U.S. Geological Survey (about 
34) .  

4. Golf courses (5) ,  farmers (15), 
utilities - electric and natural gas 
(5) ,  who have an economic stake in 
weather. 

5. Employees of the NWS, Geological 
Survey, or any other federal or local 
agency having an interest in weather 
(about 80) .  

6. Those having weather as a hobby, or 
interested in temperature and/or 
rainfall for  lawn or garden growth 
and watering needs, or school earth- 
science departments and college 
meteorology or geography depart- 
ments (about 50). 
More than 200 of Washington's 320 

observations were obtained from the 
above pre-existing sources. They provide 
the advantages of more weather knowl- 
edge and a lower turnover than in newly 
recruited observers, whose enthusiasm 
is more likely to  wane soon. 

New Observatiens 
Sources of new observers would in- 

clude those in (d) through (f)  above 
who a re  not yet participating, the gen- 
eral public, perhaps 4-H or Future 
Farmers of America (if suburban data 
a r e  needed), and retired people, who 
often a r e  looking for  a meaningful 
hobby useful to others. 

Recruiting Suggestions 
Several methods of finding existing 

observers and recruiting new ones have 
successfully been employed in Washing- 
ton, and should be applicable elsewhere. 
Some a re  listed below. 
1. Contact airports and NWS clin~ato- 

logical stations. These must generally 
be contacted individually and sup- 
plied with envelopes in which to mail 
their reports. Names and addresses 
of climatological stations may be ob- 
tained from NWS substation net- 
work specialists, generally located a t  
NWS forecast offices. 

2. Put  notices in local weekly or  monthly 
news bulletins distributed to an  or- 
ganization's or business establish- 
ment's employees. One such notice 
put in a National Bureau of Stand- 
ards weekly bulletin resulted in 30 
new Washington Network observers. 

3. Set up model weather-observing sta- 
tions a t  science fairs, county fairs, or 
state fairs. One of the most success- 
ful recruiting efforts was a t  an  NWS 
open house held outdoors and visited 
by many Washington-area school 
classes. 

4. Contact weekly or daily newspapers 
likely to be interested in your project. 
Try to assure that  the article promin- 
ently emphasizes your desire to re- 
cruit observers - a fact often buried 
toward the end of articles carried in 
Washington papers. 

5. Have a television station prepare a 
short filmstrip describing your proj- 
ect, and have i t  shown along with the 
regular TV weather forecast. Many 
amateur meteorologists are  avid 
watchers of the TV weather pro- 
grams. 

6. Ask scientifically oriented organiza- 
tions to permit you to request volun- 
teers via their 'monthly meeting an- 
nouncements. An announcement in 
the local American Meteorological 
Society monthly bulletin drew several 
volunteers. Notices in local publica- 
tions of the American Association of 
Retired People (AARP) should prove 
fruitful, a t  least for warm-season 
observers. 

7. Make house-to-house or farm-to-farm 
visits. Though this method may seem 
difficult, these visits let you know 
exactly where in your network each 



new station is located, its proximity 
to vegetation, valleys, and pollution 
or heat sources, and each station's 
instrument exposure. 

A stock of weather equipment should 
be maintained for mailing or personal 
delivery to observers who do not have 
their own. Rain gages and maximum- 
minimum thermometers a re  purchased 
in bulk a t  reduced prices for distribu- 
tion in the Washington area. The 11- 
inch capacity gages are  purchased in 
lots of six for about $10 each, postage 
paid, from the Lake Region Rehab. Ind., 
Inc., P.O. Box 404, Fergus Falls, Minn. 
56537, telephone 218-736-5668. The 6- 
inch capacity wedge gage comes from the 
Tru-Chek Rain Gage Div., Edwards 
Mfg. Co., Albert Lea, Minn. 56007, tele- 
phone 507-373-8206. These may be pur- 
chased for about $2.40 each plus 
shipping, in lots of 20. Maximum-mini- 
mum thermometers a re  purchased a t  a 
discount through one of our golf-course 
superintendent volunteers. 

MAINTAINING THE INTEREST AND 
COOPERATION OF VOLUNTEERS 
The retention of unpaid volunteers in 

extended period studies is highly de- 
pendent on frequent feedback showing 
the fruits of observers' efforts. This is 
achieved in two ways in the Washington 
Network. First,  a letter of thanks is 
sent out annually with each new supply 
of weather-reporting forms ; and second, 
observers receive copies of the monthly 
Metropolitan Climatological Summary 
(MCS). The summary contains: (1) 
analyzed maps of individual storms, on 
which each observer's rainfall amounts 
a re  plotted ; (2) maps on which average 
and extreme maximum and minimum 
temperatures a re  plotted for each sta- 
tion; (3) a table listing each observer's 
name, station number, and monthly 
(and sometimes maximum 24-hour) pre- 
cipitation ; and (4)  observer's comments 
and descriptions of the month's weather 
events both in the descriptions of in- 
dividual storms and a summary of the 

highlights of the month's weather 
events. 

The success of the Washington Net- 
work in retaining the cooperation of its 
volunteers may be attested to by the fact 
that  there has been no recruiting since 
1972, during which time the Network 
has suffered a net loss of active volun- 
teers of only about 50 (from about 370 
to 320). Another 75 or so dropouts 
have been matched by word-of-mouth 
volunteers. 

Figure 2 shows a sample MCS storm 
analysis. Note the use of observers' 
comments. 

QUALITY CONTROL 
Quality control covers both instru- 

ment accuracy and instrument exposure. 

Instrument Accuracy 
Rain-gage accuracy should be satis- 

factory if gages are  of equal or better 
quality to those described above. Even 
the simple farm gages having no magni- 
fication a re  useful in the absence of 
other readings, provided precise rainfall 
amounts are  not required. The U-shaped 
type of maximum-minimum thermom- 
eters should not be used unless i t  is pos- 
sible to adjust upward or downward the 
maximum and minimum temperature 
scales independently of each other as  
may be needed to eliminate errors. This 
requirement excludes thermometers with 
scales printed on the frame. If money is 
of secondary importance, separate maxi- 
mum-and-minimum thermometers meet- 
ing NWS specifications a re  preferred. 

Washington Network thermometers 
are  mostly of the U-shaped type with 
independently adjustable scales. Cali- 
bration is accomplished by placing all 
thermometers on a table in a room hav- 
ing no heat and cold sources and by 
circulating the a i r  rapidly by a fan. Five 
separate sets of calibrations are  run 
against a precision thermometer marked 
to the nearest O.ZO. 



Figure 2.-Analysis of Washington area rainfall 25-26 June 1975. Solid lines 
are isohyetals of equal rainfall amounts, drawn a t  %-inch intervals. Shaded 
areas received more than 2.50 inches of rain. Note use made of observers' 
comments in text a t  top. 
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Instrument Exposure 
Instrument exposure can be checked 

a t  the time the instrument is installed, 
if done in person. Most new Washington 
Network instruments have been mailed 
out, and have had no such inspection. 
To compensate for this, detailed site- 
selection instructions are  sent, together 
with occasional reminders in the MCS. 

Inadequate rain-gage exposure may 
show up in readings inconsistent with 
adjacent data for rains having neglig- 
ible isohyetal gradients. Such consist- 
ency checks, however, are  only the poor 
man's substitute for on-site inspection. 

Only about a fourth of the thermom- 
eters a re  located in official NWS "Cotton 
Region Shelters." The rest a re  usually 
mounted on the shady side of a struc- 
ture, some with a small white shield 
installed on one side as protection from 
morning or evening sunshine. 

Direct exposure to sunshine can 
usually be detected by plotting and com- 
paring maximum temperatures on a 
clear windless day. Similar plots on 
uniform temperature cloudy days will 
often show up stations whose tempera- 
tures do not appear to fit the expected 
isohyetal pattern. 

PROCESSING VOLUNTEER 
WEATHER OBSERVATIONS 

The most obvious problem with the 
acquisition of a large volume of data 
regards how it is to be processed. Sev- 
eral day's work have been accomplished 
in an  afternoon by assembling several of 
the volunteer observers to plot the past 
month's Washington Network rainfall 
amounts. One person reads the daily 
amounts from each monthly report, 
while each of the other participants 
plots the amount for his assigned rain- 
fall date on a blank base map. .Maximum 
and minimum temperature plots can be 
handled by the same type of group 
effort. 

Initial analyses of the plotted data can 
be entered by the participant on a trans- 

parent overlay. The smoothed final prod- 
uct requires some training, however. 

Observers have been very cooperative 
in totalling their own temperature and 
rainfall data. 

REPORTING WEATHER AS IT OCCURS 
Observers in the Washington Net- 

work have three options for telephoning 
weather data to the NWS Forecast Of- 
fice as i t  occurs. 
1 .  Live  C o n v ~ r s n t i o n s .  The observer 

calls the forecaster, who takes the 
message live. This is used for urgent 
(severe weather) messages. 

2. R e c o r d ~ d  M e s s n g ~ s .  Significant, but 
not severe weather is recorded on a 
Code-a-Phone and played back by the 
forecaster once per hour, or more fre- 
quently during bad weather. 

3. Touch Tone. Observers having touch- 
tone telephones send messages di- 
rectly to a computer, which converts 
the tone signals first to a printout of 
the numbers sent (optional), and 
second into a formatted, printed 
plain-language message. This method 
can eliminate answering the tele- 
phone and manual computer input. 
However, i t  is not for  the low-budget 
study, as a program must be written 
to decode the tones; a computer 
terminal is needed to display the ob- 
servations ; etc. 

POSSIBLE USES FOR URBAN STUDY 
RESULTS AND OBSERVATIONS 

There are  a few uses of urban studies 
and observations that  could be applied to 
improve the accuracy of daily forecasts, 
either by the NWS, or by private 
meteorologists, the latter being the more 
likely users in the immediate future. 
The NWS, however, has increased its 
interest in making detailed short-period 
forecasts to the point where the tele- 
phoned observations received are  now 
used to issue hourly Washington metro- 
politan-area weather summaries and 
forecasts. Also, a special Summer 1975 



project used data from volunteer ob- 
servers on boats and a t  marinas to pre- 
pare similar detailed forecasts and 
warnings for Chesapeake Bay boaters. 
The latter observations are  sent by 
touch-tone telephone. 

Four possible uses of urban studies or 
observations a re  listed below. 

Urban-Heat-Island Studies 
Studies of urban temperature patterns 

could be used, for example, to show ex- 
pected temperature deviations in differ- 
ent parts of the city from the official 
minimum temperature forecast. The 
change in the daily deviation would de- 
pend on factors such as  wind, cloud, 
and snow cover. A sample procedure 
for doing this is shown below. 
1. Take a metropolitan area for which 

isotherm patterns ( a t  times of mini- 
mum temperatures) have ben deter- 
mined, and divide it into about four 
temperature zones. Label the warm- 
est and coldest zones Zones A and D, 
respectively, with Zones B and C hav- 
ing values between A and D. 

2. Determine weather conditions associ- 
ated with both the greatest and least 
geographical urban temperature var- 
iations, and about two other stages 
between these extremes. Call these 
conditions 1 through 4, condition 1 
being weather associated with the 
least variation. 

3. For this simplified example, assume 
that  zones. A and D will encompass 
the warmest and coldest areas, re- 
spectively, in each of conditions 1 
through 4 and regardless of wind 
direction or any other variable. 

4. Assign average temperature depar- 
tures from the central heat island 
temperature for zones A through D 
for  each of conditions 1 through 4. 
Zone A would be assigned a depar- 
ture  of OO. Temperature ranges could 
be used instead of averages for each 
zone, in which case zone D might 
have a range from -14O to -18O in- 

stead of a n  average of -16' under 
condition 4. 

5. Assume the official minimum temper- 
ature forecast for the city to be the 
minimum expected in the heat island. 
For example, a forecast of "low to- 
night 45O in the city of 30° in the 
colder suburbs" might mean minima 
of 45" in zone A and 30° in zone D, 
and average departures would be 0" 
and -15', respectively. 

6. Find a television weathercaster will- 
ing to read the official forecast, modi- 
fied by the zone B, C, and D temper- 
ature adjustments. This assumes he 
or she is willing to forecast which of 
conditions 1 through 4 will apply. 
Figure 3 shows a rough approxima- 

tion (and gross simplification) of zones 
A through D for  the Washington metro- 
politan area. The area shown is 45 miles 
wide - probably much larger than is 
needed, and the data base consists en- 
tirely of volunteer observers. Under 
conditions 1 and 4 the temperature dif- 
ferential between Washington's adjacent 
zones a re  about lo and 5' F, respec- 
tively, although with snow cover, no 
wind and clear skies (which seldom oc- 
curs more than once per year) ,  temper- 
atures have varied by 26O. 

Air-Pollution Distribution Forecasts 
Should i t  be determined useful to pre- 

dict which parts of a metropolitan area 
will suffer the severest pollution in the 
next day or so, studies of the relation- 
ship of low-level winds and other factors 
to pollution distribution could be used to 
make such predictions. The forecast 
procedure would be somewhat like that  
for temperature distribution, except that  
emphasis would be on the distribution 
and concentration of pollutants over the 
metropolitan area under different wind 
and lapse-rate directions. 



Figure 3.-Smoothed temperature zones for Washington area. 
Zone A is warmest and D is coldest. , 

Improvement of Short-Period 
Metropolitan Area Forecasts 
and Warnings 

While volunteer observations have 
been used extensively in tornado spotter 
networks, their use in daily forecasts 
and warnings has been rather limited. 

Real-time urban network observations 
can be a tremendous aid in the detection 
and hence the issuance of short-period 
hail, heavy rain, flash-flood, local fog, 
snow, and wind warnings and forecasts. 
Reports can also assist in the issuance 
of detailed hourly synopses and fore- 
casts of metropolitan weather condi- 
tions. Knowledge of which sections of a 
city will receive rain during the next 
hour or two can be very useful to people 
engaged in activities such as boating 
and construction. 

Real-timc -erature reports re- 

ceived on days with precipitation 
accompanied by temperatures near freez- 
ing can be useful in the optimum deploy- 
ment of snow-removal crews from 
above-freezing to below-freezing areas 
of a city. In  the case of freezing rain, 
travelers advisories can be limited t o  
below-freezing areas. Volunteer observa- 
tions can also assist in monitoring the 
movement of the rain-snow line. 

Improving Summertime Probability 
of Precipitation (POP) Forecasts 

POP forecasts for metropolitan areas 
verify a t  a single observing point. Thus, 
if measurable rain fell a t  the verification 
point, a POP of 80 percent would have 
verified with only a 20 percent error (a  
100 percent POP would have had no 
error) even if three-fourths of the rest 
of the metro area remained dry. 



During seasons when rains tend to be 
spotty, I would like to see the POP 
verified against 5 or 10 evenly spaced 
observing sites, which could be operated 
by volunteers a t  essentially no cost. If 
6 of the 10 stations reported precipita- 
tion, the best POP would have been 
60 percent. 

Verification procedures would have to 
be redefined to indicate the percentages 
of the metropolitan area expected to 
have measurable precipitation, rather 
than the POP a t  any given spot. Hope- 
fully, this redefinition would increase 
the credibility as well as accuracy of 
summer forecasts. For example, while 
the radio listener now scorns a 30 per- 
cent POP forecast if he's in a down- 
pour, he's more likely to believe i t  if it's 
defined to mean only 30 percent of the 
area will have rain. 

An alternative to the rain-gage net- 
work would be radar determination of 
rainfall coverage. This is quite promis- 
ing. The only problem noted in the 
Washington area is that  the radar pre- 
cipitation area often appears to extend 
2 to 3 miles beyond the actual rain area. 
This problem should not be unsolvable. 

Let's Make Quantitative Precipitation 
Forecast (QPF) Verification 
More Realistic 

QPF's a re  verified for accuracy a t  a 
given point (the official metro area ob- 
serving site). Though this method may 
be satisfactory for prolonged nonconvec- 

tive rains, i t  call be gravely misleading 
during thunderstorm situations. 

Rainfall amounts from the same 5 to 
10 sites proposed fo r  POP verification 
could be averaged to obtain a value more 
representative of the metropolitan area 
than single-station verification. 

A second Q P F  verification scheme 
would use rainfall depths determined by 
radar. However, the accuracy of radar- 
determined convective rainfall amounts 
is such that  rain-gage readings a re  
needed to calibrate the radar. Never- 
theless, radar-determined amounts alone 
should be preferable to single-station 
Q P F  verification. 

Until the Q P F  verification method is 
changed, i t  will be difficult to evaluate 
Q P F  accuracy, as  is needed before signi- 
ficant additional forecast improvement 
is possible. 

Injury and Damage Claims 
Lawyers and insurance companies are  

frequently in need of more localized 
meteorological data than that  available 
from the official observing site. They a re  
quick to question a wind- or hail-damage 
claim if the official site had none. A 
lawsuit resulting from a fall on a snow- 
covered sidewalk may be justified, but 
will be difficult to support if the official 
station reported only rain and above- 
freezing temperatures, and no other 
data are  available. Lawyers and insur- 
ance adjusters frequently request data 
for  a particular suburb of Washington, 
D.C. 



Structure of the Microclimate at 
a Woodland/Parking-Lot Interface 

by DAVID R. MILLER, assistant professor of Natural Resources, 
Natural Resources Conservation Department, The University of 
Connecticut, Storrs, Conn. 06268. This research was supported by 
funds provided by the Northeastern Forest Experiment Station 
through the Pinchot Institute for Environmental Forestry Research, 
Consortium for Environmental Forestry studies. 

ABSTRACT.-Radiation balances and vertical and horizontal pro- 
files of air temperature, vapor pressure and wind speed were 
measured across the interface of a large asphalt parking lot and an 
18-m-tall Quercus velutina forest. The partitioning of available 
energy over the adjacent areas shows steep gradients between the 
parking lot and forest microclimates. Horizontal temperature and 
humidity gradients across the interface were on the same order of 
magnitude as the vertical gradients above the respective surfaces. 

URBAN ENCROACHMENT into for- 
ested areas is one of the major land- 

use changes occurring in the eastern 
coastal region of the U.S. This transfer 
of forest land to urban uses takes place 
with little knowledge of or thought 
given to the maintenance of the forest 
as  a naturally occurring environmental 
buffering system. It is possible, however, 
that  methods can be devised to success- 
fully mesh urban expansion into the 
forest environment while maintaining 
the ability of the forest to ameliorate 
the suburban climate. 

This study was devised to quantify 
the physical exchanges of air-trans- 
ported latent heat (water vapor) and 
sensible heat between and within for- 
ested areas and adjacent paved areas. 
Knowledge of the magnitude and varia- 
tions of these exchanges can lead to the 
determination of the microclimatic im- 
pact of developments in wooded areas. 
It also may allow the size, orientation, 
and composition of proposed city plant- 
ings and greenbelts to be designed to 
maximize any ameliorating effect on the 
local city microclimates. 

evaporating water ( L E ) ,  heating the 
a i r  ( A ) ,  and heating materials on and 
below the surfaces (S). 

R n = L E + A + S  [ I ]  
There are  other processes that  may 

affect the surface energy balance, which 
are  not included in equation 1 ,  such as  
photosynthesis, respiration, and canopy 
storage of energy. These a re  very small 
consumers of energy and can be ne- 
glected in this case. 

In a given localized urban environ- 
ment with no vegetation, there is no 
large source of water for evaporation. 
Therefore, the available radiant energy 
is used primarily to heat the a i r  and the 
various materials that  make up the sur- 
faces in the city. 

R n = A + S  [21 
Buildings and paving, having large heat 
capacities, absorb large amounts of heat 
during the day, making S a much larger 
term than in a natural environment. 
Convection processes convert much of 
this to sensible heat immediately during 
the day and later into the night. 

In adjacent vegetated areas the rela- 
tive amounts of energy utilized in LE 
and A vary as  a function of the type of 

ENERGY BUDGETS vegetation, the soil moisture available 
The radiant energy absorbed a t  the for transpiration, and the potential 

earth's surface (Rn) is dissipated by evapotranspiration rate. 



The ratio of the fluxes of sensible heat 
and latent heat (A/LE) or Bowen Ratio 

/3 = A/LE [31 
can be estimated from the temperature 
and humidity gradients above the 
canopy : 

aT 
Cpp  Ka- 

where: Cp = the specific heat of air  
= the a i r  density 

Ka = the turbulent exchange 
coefficient for sensible 
heat 

T = the a i r  temperature 
Mw/Ma = the ratio of the mole- 

cular weights of water 
and a i r  

P = the atmospheric 
pressure 

L = the latent heat of 
vaporization 

e = the vapor pressure of 
water in a i r  

Ke = the turbulent exchange 
coefficient for water 
vapor 

z = height 
If the ratio Ka/Ke is known, or the 
equality of Ka and Ke is assumed, then 
equation 4 can be solved with measure- 
ments of the gradients of temperature 
and a i r  vapor pressure. The Bowen 
Ratio thus determined can then be used 
with the energy balance, equation 1, to 
determine the fluxes of LE and A : 

Rn-S 
LE=- 

l + P  [51 
Rn-S 

A=- 
1 

I+- 
P [GI  

The usefulness of the one-dimensional 
Bowen Ratio model is in question near 
a surface discontinuity. I t  is valid only 
when the vertical fluxes of LE and A 
are independent of height (z) above the 

canopy. Therefore, i t  can be used only 
when measurements are made within 
the internal boundary layer, which 
forms a t  the windward (leading) edge 
of a stand and thickens with distance 
downwind. 

Little information on the boundary- 
layer thickness above very rough sur- 
faces such as forests is available. Shinn 
(1971) calculated, from wind-tunnel 
shear-stress measurements above a 
simulated forest canopy (see Sadeh 
1974 for measurement details), that the 
thickness of this boundary layer (a) 

grew linearly with horizontal distance 
(x)  for a t  least 25 canopy heights (H)  
from the leading edge. 

aa=0.08x, x525H [TI 

METHODS 
Three towers were installed across 

the interface of a 1.8-ha asphalt parking 
lot and an adjacent black oak (Quercus 
velutinn) forest in Storrs, Connecticut, 
Lat. 41°47'30"N, Long. 72°14'30"'W. 
Wind speeds, a i r  temperature, and hu- 
midity were measured with sensitive cup 
anemometers and aspirated thermo- 
couple psychrometers a t  four heights on 
each tower, extending above the canopy 
of the forest. 

The forest was 20 m tall. One tower 
was located a t  the edge, one approxi- 
mately 2H (H = tree height) within the 
forest, and one approximately 2H out 
into the parking lot (fig. 1 ) .  

Net radiation (Rn) , ground heat flux 
(S) , and ground surface temperatures 
were measured in both the parking lot 
and the forest with miniature net radio- 
meters, heat flux disks, and thermo- 
couples respectively. The instrumenta- 
tion and data recording system used are 
described in Miller et al. (1975). Data 
were collected during the summers of 
1973 and 1974 under a number of dif- 
ferent synoptic weather conditions. 

Smoke tracers were utilized to observe 
the three-dimensional patterns of a i r  
movements under various synoptic con- 
ditions. Smoke was released a t  several 



Figure I.---Perking lot and edge towers and Figure 2,---The parking lot energy budget, air 
+he elaperimentaf si+e +eras+ vegetation of pre- temperature, surface temperature, a d  air 
dominately black oak (Quercus velut;~;splr). vapor pressure, July 4, 1974. . . 
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RESULTS 

The Energy Balances 
Figures 2 and 3 show the partitioning 

of the energy balances over the two 
areas on a sample day, 4 July llk74. Flux 
of sensible heat (A) in the parlting lot 
was calculated fro111 equation 2. A and 
LE over the forest were calculated from 
equations 5 and 6 from gradients meas- 
ured within the boundary lager as  de- 
fined by equation 'I. 

The net r a d i a n t e n e r g y  available 
(Rn) over the parking lot and forest 
were within 2 pcrcent of each other. 
Tllc soil heat flux ( 3 )  was approxi- 
mately 20 percent of Rn in t11e parking 
lot and 2 percent of Etl in the forest. 

Most of the available energg- above the 
forest ( f )  was used to evaporate water 
(LEc z -8 Rn), ~vliile in the parking 

lot (L.) most of the available energy was 
sed to heat the a i r  (A,> z .8 Rn) ,  

Air Temperatures and Humidities 
The a i r  ten11,erature over the parking 

104- warnled Yaste~ after  sutlrise and 
cooled faster aLter sunset than in or over 
the forest. After sundown the ptlrliing- 
lot a i r  was cooler through much of the 

Solar Time Juiy 4, 1974 

Figure 3.---The #ores+ energy budget, air tsm- 
perature, soil temperafure, and windspeed 
(above the canopy), July 4, 1974, 

1.01 Rn-s 

Solar 71me July 4, 1974 



night than the a i r  under the forest 
canopy. This differential cooling and 
warming was in response to parking-lot 
surface temperatures, which ranged up 
to 55OC on some clear days. The day- 
time horizontal a i r  temperature differ- 
ences between the parking lot and forest 
were on the order of 3OC on warm days. 

Air above the top of the canopy was 
heated most rapidly during the day and 
cooled a t  night similar to, although 
slower than air  above the parking-lot 
surface. Therefore the profiles above 
the canopy were similar to but less steep 
than those above the parking lot. 

The edge temperatures were similar 
in magnitude to those in the parking lot 
during the day, with slightly delayed 
heating and cooling responses. At  night 
the edge temperatures were closer to 
those in the forest. 

Vapor pressure data showed the for- 
est to be consistently more humid than 
the parking lot. Near the ground the 
horizontal differences between the forest 
and open were generally on the order of 
2 to 3 millibars both day and night. 

Figure 4 demonstrates midday tem- 

perature and vapor pressure gradients 
across the edge on a clear day with the 
wind blowing into the stand (Miller 
197.5). 

Effects of Wind Direction 
The data shown in figures 2, 3, and 4 

a re  from periods when the wind was 
blowing into the stand. 

Figure 4 shows steep horizontal gra- 
dients of V P  just outside the forest 
edge and temperature gradients well 
into the forest. When the wind was 
from the forest, the horizontal tem- 
perature difference was smaller. The 
water vapor was apparently transported 
well out into the parking lot. 

Figure 5 shows the forest energy 
balance on 6 July, a day with the wind 
from the forest. The ratio of A to LE 
above the forest on 4 July (wind into 
the stand) was slightly smaller than 
6 July (wind from the stand). But no 
consistent trend in this effect could be 
correlated. Therefore the differences in 
ratio on these two days were ascribed 
to the higher potential evapotranspira- 
tion rates on 4 July. 

Figure 4.-Air temperature isotherms (solid lines) and air vapor pressure isobars 
(dotted lines) across the parking lot forest edge with the wind blowing into the 
forest (after Miller 1975). - 
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Figure 5.-The forest energy budget, air tem- 
perature, soil temperature, and windspeed 
(above the canopy), July 6, 1974. 
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Advection Across the Interface 
The term advection is used here to 

mean horizontal transport of an  air  
property such as  sensible or latent heat. 

Smoke releases showed that  the a i r  
from the parking lot penetrated the for- 
est edge easily and steadily when the 
wind direction was from the open to the 
forest. An occasional weak vortex ap- 
peared a t  the edge during periods of 
very low wind speeds. Once the smoke 
penetrated the stand edge i t  drifted and 
dissipated below the temperature inver- 
sion a t  the top of the canopy. 

Calculations of the amount of sensible 
heat transported across the interface 
were presented by Miller (1975) .  From 
the horizontal temperature and wind 
speed gradients i t  was estimated that  
between 10 and 20 percent of the sen- 
sible heat produced on the parking lot 
was advected into the adjacent tree 
stand. 

DISCUSSION 
The profile data suggest that  the re- 

gion of the interface can be broken into 
three distinct microclimates. One is 
formed over the forest, and its charac- 
teristics are  determined primarily by 
the energy exchanges a t  the top of the 
canopy. The second is formed beneath 
the canopy. The third is formed over 
the parking lot and is characteristic of 
the exchanges a t  that  surface. 

The characteristics of the interfaces 
or mixing boundary layers between the 
three a i r  masses change both spatially 
and over time as  each of the micro- 
climates responds to changing condi- 
tions. Apparently the interface between 
the parking lot a i r  and that  beneath the 
canopy moved horizontally and was 
within the forest edge during the day 
and outside i t  a t  night. This indicates 
that  when sensible heat moved hori- 
zontally, from the forest a t  night and to 
the forest during the day, the major 
portion of the a i r  mixing takes place 
some distance beyond the edge in the 
direction of movement. 

These findings combined with those of 
Bergen (1975) indicate that  the edge 
effects extend about 2 to 3 tree heights 
into the forest. Here the horizontal tem- 
perature gradients and wind velocities 
decreased rapidly inside the forest. At 
the tower site approximately 2H into the 
forest, the temperature gradients and 
wind speeds were very weak, indicating 
little if any advection that  f a r  into the 
forest. The effects of the edge on the a i r  
turbulance were indicated by Bergen 
(1 97.5), who calculated increased drag 
on the air  mass some 30 meters (ap- 
proximately 3H) downwind of a clear- 
ing in the forest. 

The extent of the edge effects into the 
parking lot are a little less clear. The 
smoke tracers showed that  with wind 
from the lot, a i r  from greater than 2H 
penetrated the edge when the windspeed 
was greater than 4 mph. When less than 
4 mph only the smoke released near the 
edge penetrated. When the wind was 



from the  forest there were changes in 
the  temperature and vapor pressure 
gradients well beyond the  location of 
the  tower located 2H into the  parking 
lot (Miller 1975). 
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Outdoor Comfort 
of Pedestrians in Cities 

by EDWARD ARENS and DONALD BALLANTI, respectively 
climatologist and meteorologist, Environmental Impact Planning 
Corporation, Sun Francisco, Calif. Edward Arens is now with the  
Architecture Research Section, Center for Building Technology, 
National Bureau of Standards, Washington, D.C. 

ABSTRACT.-The outdoor comfort of pedestrians has been neg- 
lected by architects and planners because of difficulties in deter- 
mining comfortable and uncomfortable climatic conditions and 
predicting the climatic characteristics of a planned urban site. 
Available information on comfort in a cold environment is sum- 
marized. The mechanical effects of wind on comfort are better 
understood than the thermal effects of climate and have proved to 
be practical criteria for assessing pedestrian comfort in designs. 
Climatic-prediction techniques and a procedure for determining the 
probability of discomfort on a proposed site are described. 

HUMAN COMFORT is determined climatic data and data from wind- tun- -- 

by many factors, both psychological nel and sun-shadow tests on a scale 
and physiological. Some of these factors, model. A procedure for  designing for  
such a s  acoustics and indoor climate, outdoor comfort by controlling wind and 
have a n  extensive history of quantifica- sun ( the  most important and most 
tion and control. The existence of stand- easily varied factors) is presented. 
a rds  for  these variables requires tha t  
they be considered in design. 

Other factors, such a s  outdoor visual 
effects (light, surface, forms) and spa- 
tial relations (enclosure, security),  
though not quantified o r  standardized, 
a r e  of concern to the architect and a r e  
intuitively incorporated in design. 

The  effect of outdoor climate on com- 
fort ,  however, is often ignored by the  
architect o r  planner. I t  has been ne- 
glected t o  date because of difficulties in 
(1) determining what  climatic condi- 
tions a r e  comfortable o r  uncomfortable, 
and (2) predicting the  climatic charac- 
teristics of a planned site. 

In this paper, available information 
about discomfort due to wind effects is 
summarized and tentative design crite- 
r ia  a r e  presented. A model describing 
pedestrian cooling in a cold climate is 
also given, and its shortcomings in de- 
fining design criteria a r e  described. De- 
sign criteria from these two methods 
a r e  applied to a n  urban site, using 

INFLUENCES OF CLIMATE 
ON COMFORT 

Mechanical Influences of Wind 
Wind influences comfort through 

pressure effects and particle transport.  
Wind pressure affects comfort through 
disturbance of clothing and hair,  resist- 
ance to walking, and buffeting of t he  
body and carried objects like umbrellas. 
Comfort is also affected when the  wind 
lifts dust  and gr i t  particles to eye level, 
o r  drives rain Iiorizontally into the eyes 
or  beneath clothing. A t  higher speeds, 
wind can also interfere wit11 walking 
and cause safety problems. 

These different effects begin a t  differ- 
ent wind speeds. Their  thresl~old veloc- 
ities suggest the onset of various types 
of discomfort and perhaps the basis fo r  
some wind-comfort criteria. 

A summary of wind effects in terms 
of the well-known Beaufort scale (table 
1) is taken from a land-effects version 



prepared by the British Meteorological 
Office, with additions by Penwarden 
(1973).  Most of the included effects 
have been observed by ourselves and 
others in the natural wind and in wind- 
tunnel experiments ( A r e n s  1972) .  

Although the Beaufort scale is 
commonly used to describe velocities 
averaged over perhaps an hour, our 
observations show that  the wind effects 
listed for each Beaufort category cor- 
respond more closely to the wind veloc- 
ities observed as they happened. The 
averaging time might be on the order 
of, say, a minute and includes the ef- 
fects of small-scale gusts and lulls but 
not large ones. Therefore an hourly 
averaged wind in one Beaufort category 
will probably include gusts that  cause 
effects ascribed to higher Beaufort 
categories. 

Wind pressures in steady winds 
The wind pressure on the human body 

and the angle of lean needed to counter- 
act i t  a re  summarized in the equation 
( u f t e ~  Penwnrden 1973) : 

Y2 p u2 Ap CD/W = tan B/cos 8 
in which 8 is the angle of lean from the 
vertical to counteract wind. 

wind force 
tan 8 = 

body weight 
W is body weight. 
$i2 u2 Ap Cu equals wind force. 
p is the density of air. 
u is wind speed. 

Ap is projected surface area normal to 
wind, found to be 0.3 total body sur- 
face area for frontal winds ( P u g h  
1971).  

C,, is a dimensionless drag coefficient, 
experimentally determined to be be- 
tween 1.0 and 1.3 ( P u g h  1971).  

cos 8 is a term reflecting reduction of Als 
with lean. 
Total body surface area (Au,,) is ob- 

tained from body height and weight by 
DuEois formula : 

AD, =0.203 W0.425 h0.72Ci 
in which W is in kilogram force (kgf) 
and h is in meters. 

Assuming a man of 75 kgf, 1.8 meters 
height, total DuBois surface area of 
1.93 m2, and drag area of 0.84 m2, the 
relation between wind speed, drag force, 
and angle of lean can be calculated 
(fig. 1 ) .  

Energy required to walk 
against a steady wind 

The rate of performing external work 
is the product of the wind force and 
walking speed : 

Work rate = p ( u + V ) ~  Ap CD V 
in which V is the velocity of walking 
into the wind. 
The total increase in metabolic rate of 
the body M resulting from the work of 
walking into the wind is 

A M = p (u+V) '  Ap CDV/17 
in which = mechanical efficiency, or 
(work rate) / (metabolic rate) ,  which 
Pugh (1971)  found to be 0.44 for walk- 

Figure I .-Wind forces and equilibrium angles. 
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Figure 2.-Work rates of walking against the wind (Penwarden 
1973). 
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ing against the wind and 0.33 for climb- 
ing hills. Penwarden (1973) presented 
these data in a diagram (fig. 2) in 
which the metabolic rates required for 
walking into the wind a re  compared to 
those for walking uphill. The metabolic 
rates a re  expressed in watts and in 
watts/m2 for the nian mentioned above. 
Penwarden (1973) suggests that, if the 
upper metabolic rate limit for average 
unathletic people is taken as 220 watts/ 
m2 (equivalent to walking 4 mph in still 
a i r ) ,  walking speed into the wind is 
reduced as follows : 

Effects of turbulent winds 
Wind a t  the pedestrian level is ac- 

companied by turbulence, which is per- 
ceived as a varying velocity, as  gusts, 
or as eddies. The intensity of turbulence 
for any given windspeed varies from 
place to place but tends to be greater in 
urban or built-up surroundings than in 
open countryside. 

To learn the effect of most natural 
winds on comfort, i t  is necessary to 
quantify the influence of the turbulent 
component of that  wind. This informa- 
tion has not been available until very 

Wind speed Walking speed recently. 
(m/sec)  (m/sec)  (mph) In an  exemplary study, Hunt and 

0 1.8 4 others tested subjects in both steady and 

9 3 turbulent winds in a wind tunnel (Hun t  
1.35 

14 2 ~t nl. 1976, Poulton et al. 1975). They .9 
21 .45 1 also tested the effects of wind variation 

over a short distance, such as  when one 
These values may be compared to the walks out of a doorway into the wind. 

subjective estin~ates in the Beaufort They assessed wind influence on com- 
scale (table 1 ) .  fort,  disarrangement of clothing and 



Table I.-Summary of wind effects 

EGE: Description 
Windl 

(m/sec) 
Effects 

0 Calm 0 Calm 
1 Light a i r  0-1 No noticeable wind; direction shown by smoke. 
2 Light breeze 2-3 Wind felt on face; newspaper reading becomes 

d i f f ic~ l t .~  
3 Gentle breeze 4-5 Wind extends light flag; hair  is disturbed; 

clothing flaps. 
4 Moderate breeze 6-7 Dust, d ry  soil, and paper raised; rain and sleet 

driven ; 2  hair  disarranged. 
5 Fresh breeze 8-10 Force of wind felt  on body; drifting snow 

becomes airborne; limit of agreeable wind 

6 Strong breeze 

7 Near gale 
8 Gale 

9 Strong gale 

10 Storm 

1 Rounded from knots in the 
knots = 2.2 miles per hour).  

2 Our observation. 

on land. 
11-13 Umbrellas hard to use; difficulty walking and 

standing; wind noise in ears  unpleasant ; 
windborne snow above head height (blizzard). 

14-16 Strong inconvenience felt when walking. 
17-20 Generally impedes progress; great  difficulty 

with balance in gusts. 
21-24 People blown over by gusts; slight structural 

damage occurs; slate blown from roofs. 
25-28 Seldom experienced on land: trees broken or 

uprooted; considerable structural damage 
occurs. 

original scale. ( 1  m/sec=l  meter per second ~ 1 . 9 4  

Table 2.-Summary of wind-pressure effects on people 
[Symbol < denotes 'should be less than'] 

Wind and effect 

Steady uniform wind: 
For  comfort and little effect on performance 
For  ease of walking 
For  safety of walking 

Non-uniform winds (if u varies by 70% over a 
distance less than 2 m )  : 

To avoid momentary loss of balance and to be able to walk straight 
For  safety (for elderly people this criterion may be too high) 

Glisty winds : 
For comfort and little effect on performance 
Most performance unaffected 
Control of walking 
Safety of walking 

Criterion 

*Note: us is  not the "peak gust" a s  used in engineering. 
Source : Hunt  and others (1976). 

hair, eye watering, performance of 
tasks, and balance while standing and 
walking. Quantification was based on 
subjective verbal assesments by the sub- 
jects and on physical measurement of 
task performance and of wind forces 
while walking as  transferred to an  in- 
strumented floor. 

These findings show people to be very 
sensitive to turbulence in the wind. To 

compare turbulence effects to other wind 
effects, an equivalent steady wind is 
defined : 

u,=u (1 + 3 turbulence intensity) 
in which 
us = Equivalent steady-wind velocity. 
u = Mean velocity. 
turbulence intensity = (root mean square 

of the 
instantaneous 



deviations from 
the mean 
velocity) /u 

The limiting velocities have been sum- 
marized (table 2) .  

Wind-driven rain and particles 
A pedestrian may also be inconveni- 

enced by rain or grit blown into his 
face. Blowing grit may well be the most 
unpleasant single effect of the climate 
on a pedestrian. 

The suspension of a solid or liquid 
particle requires an upward a i r  velocity 
equal to the terminal velocity of the 
particle (table 3 ) .  A horizontal wind 
equal to or exceeding the terminal veloc- 
ity will cause a particle to descend a t  
an angle of 45" or less to the horizontal. 

It can be seen that  a horizontal wind 
speed of 7 m/sec will cause large rain- 
drops to  descend a t  45". This value is 
used by building climatologists for 
driven-rain data;  however, fine drizzle 
will be driven a t  45" by velocities as low 
as  1 m/sec. 

The size of droplet and angle of fall 
that  individually and in combination are  
considered unpleasant are  unknown. It 
is probable that  flatter angles of descent 
are  acceptable for smaller droplet sizes, 
since wetting by rain takes time. This 
might allow us to define a single limit- 
ing velocity for rain. We do not have 
information a t  present, but i t  will be 
between 1 and 7 m/sec. 

Wind-lifted dust has a major impact 
on human comfort. In the Beaufort 

Table 3.-Terminal velocities o f  airborne particles 

Diameter Character 
of particles of particles 

~n,/sec mm 
10-2 0.01 Dust 
10-1 .03 Extremely fine sand, d ry  snow 
0.6 .1 Fine sand 
1 .2 Medium sand, snow, sleet, fine rain 
2.5 .3 Average sand in the desert 
7 1.0 Large raindrops* 
10 1.0+ Sand to pebbles, great  rain, hail 

- 

Sources : Bagnold (1941), Reidat (1970).* 

scale, dust and loose papers are  de- 
scribed as being lifted a t  velocities be- 
tween 5.5 and 8 m/sec. 

A physical formulation of this process 
depends on a number of unresolved fac- 
tors such as the minimum particle size 
needed to cause irritation in the eye and 
on the skin, the mechanisms of particle 
lifting from urban paved surfaces, and 
the extent to which moisture cements 
particles together. 

The lifting mechanism is described by 
Bagnold (1941) and Chepil (1965) in re- 
lation to desert sand and soil particles, 
respectively. Bagnold shows that  par- 
ticles begin rolling a t  around one- 
seventh the velocity needed to lift them. 
This suggests that  grit traps (lawns, 
gratings, and water) might be useful in 
reducing the supply a t  the surface. 

Lifting requires vertical velocities 
that are inherent in a boundary layer 
over a surface or that  are  caused by 
obstructions protruding from the sur- 
face. When the eddies are  caused by 
surface friction, Bagnold shows that  a 
horizontal velocity a t  1.5 meters of 8 t o  
14 m/sec will lift 0.1-mm grit from flat 
surfaces. 

Near wind-deflecting vertical obstruc- 
tions, the vertical velocities close to  the 
ground for a given mean wind speed are 
much higher. These vertical velocities 
n ~ a y  be in the form of vortices in fixed 
locations relative to the obstruction. 
Examples are eddies behind lamp posts, 
near building corners, or in streets near 
moving vehicles. Although these local 
eddies may lift dust and paper when the 
winds are  light, they are often not per- 
ceived because the dust supply in their 
immediate area is exhausted. 

Wind between 5 and 8 m/sec will 
probably cause pedestrian discomfort by 
blowing dust, paper, or rain. 

Design criteria: mechanical wind effects 
The British Building Research Estab- 

lishment recommended 5 m/sec as the 
design wind velocity under urban out- 
door conditions (Wise 197'0). As de- 



scribed above, recent results by Hunt 
et al. define this design value more 
closely in terms of the steady and tur- 
bulent components. 

With a design value in hand, the de- 
signer must judge what percentage of 
the time (or how often in a year or 
season) it may be exceeded. For com- 
fort,  10 to 20 percent may seem reason- 
able. For safety, lower exceedance 
percentages (say 1 percent) should be 
applied to the higher design values. 
Davenport (1 972) has suggested accept- 
able exceedance frequencies for a vari- 
ety of activities based on a 5 m/sec 
design windspeed; the reasons for the 
suggested frequencies a re  not given. 

Penwarden (1974) analyzed cases of 
shopping centers that  had caused wind 
complaints. He found that  in centers 
where 5 m/sec was exceeded 20 percent 
of the time or more, the owners invari- 
ably spent the money to add protective 
screens or roofs. Centers with frequen- 
cies of 10 to 20 percent caused com- 
plaints but no remedial action, and few 
complaints were heard in centers with 
frequencies below 10 percent. Pen- 
warden's study gives the most concrete 
evidence in support of specific design 
criteria to date. 

THERMAL INFLUENCES OF 
CLIMATE ON COMFORT 

A person's thermal comfort is influ- 
enced by the surrounding a i r  tempera- 
ture, wind, radiation, and humidity, as  
well as  his clothing insulation and activ- 
ity level. Thermal comfort has been 
studied extensively for indoor conditions 
(see Fanger 1970). 

Because of the increased range of 
climatic variables outdoors, investiga- 
tors have not been able to quantify the 
perception of thermal comfort versus 
climate in outdoor environments. See 
Penwarden (1973) for a summary of 
such work. 

Most attempts to define the effects of 
climate on people have used thermal 
budget models in which i t  is assumed 

that  comfort results from the thermal 
balance between the body's heat pro- 
duction and heat losses to the environ- 
ment. These models assume equilibrium 
heat flow, which in reality occurs only 
after  1 to 2 hours' exposure to constant 
surroundings. The physical and psy- 
chological response of people to chang- 
ing thermal environments has been 
studied only for nude subjects in indoor 
laboratory conditions (Gngge e t  al. 
1967). 

Model for heat loss to 
a cold outdoor environment 

The following describes a model of 
thermal comfort used to assess the en- 
vironmental quality of buildings in the 
cool San Francisco environment. Total 
heat loss from the body is the sum of 
dry heat loss (convective, radiative, and 
conductive) and insensible evaporation 
from skin and lungs. Evaporation is 
roughly independent of atmospheric 
humidity and represents a roughly con- 
stant 25 percent of the body's heat loss. 
It has not been possible to demonstrate 
any difference between the popular "wet 
cold" and "dry cold." Conductive losses 
are  low in pedestrians and are  ignored. 
The dry heat loss is thus defined as  : 

in which : 
Q is total heat loss from body. 
k is the fraction of non-evaporative heat 
loss (0.75). 
A,, and A,, are  the surface areas of cloth- 
ing and exposed nude skin, respectively. 
A,),, is the DuBois total nude surface 
area (see previous definition in section 
on "Wind pressures in steady winds.") 
T, is body core temperature, normally 
37" C. 
T:, is mean radiant temperature, the av- 



erage temperature of a i r  and radiant ing, 0.43 for white skin, to 0.16 
surroundings. for black clothes or skin. 
Rb is the insulation of body tissues com- If we let I (1-a) = S, then the net dry  
monly assessed as  0.09 m2 deg C/watt. heat loss equals 
R, is insulation of clothing itself. 

1 1 A, Tt,--Ta-SRa 
- R, = ----- - kQ-Q=-( ) 

h, + he 4.3 + 12uO.5 AD,, RI, + Rc + Ra 
where h, and h, a re  the radiative and 
convective heat transfer coefficients; h, 
has a minimum value of 4 watts/m2 O C  

in still air. 
Insulation of clothing is commonly 

given in "clo" units, equal to 0.155 m2- 
OC/watt. Clothing insulation is usually 
quantified by measuring the power con- 
sumption of a dressed heated mannikin 
in still a i r  and describing the resulting 
insulation as uniformly distributed over 
the entire body surface. Because this 
method does not allow for the dispro- 
portionate influence of wind on nude as  
opposed to clothed surfaces, the above 
formula treats the two surfaces as  par- 
allel heat losses. The value of R, must 
be selected to represent the garments 
themselves. For  example, 1 clo tradi- 
tionally represents the insulation of a 
business suit distributed over the entire 
body, whereas the insulation over the 
clothed area itself is 1.2 clo. 

Solar energy absorbed by the body 
counteracts heat loss. The incoming 
radiation's effectiveness in heating the 
body is proportional to the amounts of 
insulation within and without the point 
of absorption; i.e., solar heat gain QI is 
greater for nude than clothed surfaces : 

Ra 
For nude, QI=----- I (1-a) 

R b  + Ra 

Ra 
For clothed, QI = I (1-a) 

R,+R,+Ra 

where I (1 - a) = Absorbed solar radia- 
tion a t  the surface. 

I = Total solar influx on the body 
surface, watts/m2. 

a = Reflectivity of clothing or skin, 
ranging from 0.8 for white cloth- 

Solar radiation influx includes direct 
beam, diffuse sky, and reflected com- 
ponents. The proportions of the total 
body surface A,,,, exposed to these 
streams have been calculated and meas- 
ured (Blum 1945). Body surface area 
exposed normally to the direct beam 
varies from 7 percent A,,,, to 30 percent 
A,,,, as  the sun moves from the zenith to 
the horizon. In practice, the increased 
area exposed to low-altitude sun nearly 
compensates for the decreased intensity 
of the direct beam. One-half of AD,, is 
assumed to be exposed to the diffuse 
radiation from the sky vault and the  
other half to the radiation reflected from 
the ground. These exposure proportions 
of the total body surface a re  assumed to 
apply to the clothing and exposed skin 
surfaces as well. The sky and ground 
may be assumed to radiate a t  uniform 
intensities for the purposes of this 
model. 

An equivalent treatment can be ap- 
plied to longwave radiation gain or loss 
when the temperatures of surrounding 
surfaces a re  substantially different from 
ai r  temperature. In  these cases a i r  
temperatures would represent the sur- 
roundings and a is 0.05. The differences 
between the a i r  and outdoor surface 
temperatures a r e  usually too small to 
warrant this refinement. 

Thermal balance exists when the net 
heat loss (Q-Q,) is equal to the meta- 
bolic heat production M (table 4).  
"Comfort curves" (fig. 3)  can be drawn 
for heat loss versus wind and tempera- 
ture for  various sun and clothing levels. 



Table 4.-Metabolic rates heat loss influences the psychological 

Metabolic perception of comfort outdoors. 
Activity rate  M/AD,, 

WattsJrn2 DESIGN PROCESS 
Sleeping and digesting 47 The designer should consider outdoor 
Sitting quietly 59 
Standing 7 1 

comfort early in his design. Because the 
Strolling-0.7 m/sec (1.5 mph) 107 relationship between the physical form 
Level walking-0.9 m/sec (2  mph) 116 
Level walking-1.35 m/sec (3  mph) of the design and the climate and com- 
Level walking-1.8 m/sec (4 mph) 150 220 fort around i t  is often complex, he may 
Level walking-4.5 m/sec (10 mph) 590 
Sprinting-10 m/sec (22 mph) 2,400 have to follow a climatic design process 

in order to find a satisfactory solution. 
The process is basically to: (A)  deter- 
mine the climatic characteristics of the 

Figure 3.-Sample comfort curves for a range 
of temperature and winds eed. M/AU,= 150 P watts/m2, equivalent to waking 3 mph. Direct 
sun on horizontal surface=285 watts/m2. 

1 ~ 1 1 1 ~ i n s u n  i n s h a d e  

Rc 

] 2clo 

Windspeed m 1 sec 

site and the preliminary project, partly 
by model tests; (B) assess its effects on 
outdoor comfort; and (C) modify the 
project design and test the climate and 
comfort again until a solution is reached. 

PREDICTING THE LOCAL 
CLIMATE OF A SITE 

Solar radiation and wind are the most 
important climate information for com- 
fort  prediction. Of the various climatic 
elements, these have the greatest varia- 
tion across a site of architectural or plan- 
ning scale. They are  also the climatic 
elements over which the designer has 
most control. Elements with less site 
variations and importance to comfort 
analysis are longwave radiation, a i r  
temperature, and air  humidity. 

Solar Radiation 
These have the following shortcomings : The important facts about sunlight 
1. They assume thermal equilibrium, are its duration and its intensity. These 

which requires 1 to 2 hours' con- are  influenced by both the geometrical 
tinuous exposure to the outside and meteorological nature of the site 
environment. This is rare for pe- and its location. 
destrians. Regional scale. - Daily possible solar 

2. They show no effect of wind penetra- duration is readily available in standard 
tion or  infiltration of clothing. There meteorological tables and is a geometric 
is a serious lack of experimental data function of latitude. Solar duration is 
on clothing performance in wind. further influenced by the meteorological 

3. Clothing resistance is not easily de- probability of sunlight or cloud. These 
fined for any civilian population, due data a re  readily available from the 
to the extreme variability of clothing Weather Service as seasonal or  hourly 
worn a t  any time. The curves a re  values of percent cloudiness, percent of 
sensitive to the chosen value of R,. . possible sunshine, or number of hours 

4. There is virtually no experimental of cloud. 
evidence describing how physiological Solar intensity is influenced by lati- 



tude (atmospheric path length) and at- 
mospheric turbidity. Solar intensity is 
not widely measured and, if available, 
is usually in the form of daily total 
energy per unit area. 

A most useful method of obtaining 
average hourly solar intensities is given 
by Liu and Jordan (1 960) ,  based on ob- 
served constancy between daily and 
hourly values in regions of equal atmos- 
pheric clarity. 

Local Scale. - On the site itself, solar 
radiation is described by its extent and 
by the amount of time i t  is either on or  
off. The surrounding buildings either 
obstruct or admit light to the pedes- 
tr ian areas. There is little variation in 
the intensity of direct sunlight in most 
outdoor spaces. Local exceptions might 
occur in places screened by thin vegeta- 
tive canopies or  near highly reflective 
surfaces. 

Sunlit and shaded areas may be pre- 
dicted from a model with a light source 
representing the sun. The daily sunlight 
characteristics of an  existing site a re  
conveniently determined by use of a 
globoscope or of fisheye photographs of 
the sky hemisphere overlain with ap- 
propriate sunpath diagrams. An excel- 
lent description of solar geometry pre- 
diction techniques for designers is given 
by Burberry (1 966) .  

A computer program has been de- 
veloped a t  the Department of Architec- 
tural Science, University of Edinburgh, 
to integrate shadow areas over any 
period of day and present these shadow 
durations in contour form. We have not 
used this technique, although i t  could be 
useful in the eventual preparation of 
daily "comfort contours." 

Wind 
Regional scale. - Wind records a r e  

available for  most locations; recording 
stations a re  commonly found a t  airports 
in open terrain. For  most sites wind in- 
formation must be extrapolated geo- 
graphically from the recording station 
to the vicinity of the site. The effects 

of topography, vegetation, and struc- 
tures must be carefully considered in 
this extrapolation. If possible, wind- 
recording equipment installed on site 
should be run synchronously with nearby 
weather stations for a suitable period 
of time to establish the relation between 
winds a t  the two locations. This is ex- 
pensive and time-consuming, however. 

The meteorological data base should 
provide information necessary to deter- 
mine the amount of time that  pedestri- 
ans will be uncomfortable on the site. 
This requires hourly wind data, prefer- 
ably in conjunction with data on temp- 
erature and sun. The most useful wind 
summary is a cumulative frequency dis- 
tribution providing the percentage of 
time that  each wind velocity is exceeded 
for each wind direction. This data for- 
mat is rarely available and must usually 
be calculated from the station's raw 
data. 

Loccil scale. - Winds a t  pedestrian 
level will often be strongly affected by 
the building, planting, and grading con- 
figuration of the project. The wind pat- 
terns over the pedestrian areas of a 
site are  f a r  more difficult to  predict than 
the presence or absence of sunlight. If 
a yet-unbuilt project seems likely to be 
windy, it should be tested in model form 
in a wind tunnel. This technique is 
also useful for defining winds on exist- 
ing sites, since the flow strength, stabil- 
ity, and direction can be controlled dur- 
ing the tests. Physical modeling with 
limited field verification is most desir- 
able. 

Physical modeling requires the use of 
a specialized wind tunnel that  repro- 
duces the boundary-layer conditions 
above the actual site. Both the velocity 
and the turbulence intensity profiles 
should be modeled to scale. The most 
satisfactory means of achieving this a t  
present is to generate the boundary 
layer with turbulence generators and 
long lengths of roughness similar to that  
of the terrain upstream of the project 
site. 
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Figure 4.-Nondimensional wind speeds obtained from 
wind-tunnel tests of a scale model. Shading indicates 
areas of high wind speeds. 

Wind speeds measured in the wind 
tunnel are  nondimensionalized and are  
expressed as a percentage of a reference 
wind speed. The reference wind speed is 
that measured a t  the reference height, 
often chosen as the height of the wind 
instrumentation of the weather station 
providing climatological wind data, By 
relating wind-tunnel measurements to 
climatological data, wind-speed fre- 
quency distributions on the site are 
defined. 

Measurements of wind speed are  nor- 
mally made a t  a network of grid points 
within and around the project model. 
A hot-wire anemometer is used to meas- 
ure wind speed and turbulence a t  each 
grid point. Its small size allows i t  to 
measure within millimeters of the sur- 

face, representing pedestrian height a t  
model scale. Separate tests are  made for 
each wind direction, the number of di- 
rections normally corresponding to the 
number of points of the compass con- 
sidered in the meteorological wind data 
base. An example of wind-tunnel data 
for a downtown San Francisco site is 
given (fig. 4 ) .  

Temperature, Longwave Radiation, 
Humidity 

Air temperature, longwave radiation 
from the ground and atmosphere, and 
humidity are important heat-transfer 
mechanisms; however, they vary little 
across normal architectural sites. 

Temperature. - At a regional scale, 
one should consider microclimatic effects 



when extrapolating a regional air  temp- 
erature value to the site. Temperature 
may be substantially modified by frost 
pockets and urban heat islands, for ex- 
ample. On the site itself the variation is 
usually much less. 

Longwave radiation. - In  comfort 
models, a i r  temperature and the tem- 
perature of the surroundings are  either 
assumed equal or averaged into a "mean 
radiant temperature" that  is used as the 
ambient temperature. Since surface 
temperatures usually do not differ from 
ai r  temperatures by more than a few 
degrees, the difference between long- 
wave radiation contributed by the sur- 
faces on site and that of surroundings a t  
a i r  temperature is very small. In light 
of the accuracy of the thermal model, 
calculation of surface temperatures and 
longwave radiation flux is not justified. 
In hot environments, where the thermal 
requirements for comfort are  more 
closely quantified, local surface tem- 
peratures and radiation exchange are  
important design characteristics. 

Humidity .  - Humidity has no quanti- 
fied role in cold environment heat loss. 
In  hot environments, humidity plays a 
critical part in determining comfort. 

ASSESSING COMFORT ON A SITE 

The complicated interaction of clima- 
tic variables that  determine comfort can 
be handled best statistically. A logical 
and simple measure of comfort is the 
percentage of time that  comfort or dis- 
comfort will occur on a given day a t  a 
specific time. Care should be taken in 
selecting the proper season and time for 
the analysis of comfort so that  the 
period of greatest use or sensitivity to 
discomfort is considered. 

We have used two different criteria 
defining uncomfortable conditions in our 
analyses, based first on the thermal and 
then on the mechanical effects of climate. 
The computation process for determin- 
ing discomfort probability is different 
under these two methods (fig. 5).  

Thermal comfort prediction method 
For each measurement point, the time 

of day, day of year, expected type of 
human activity, and expected level of 
clothing are  specified. The average tem- 
perature for this period is then found. 

The first step in the calculation in- 
volves defining the "discomfort thresh- 
old wind speed" from the comfort curves. 
Separate threshold values are defined 
for sunny and shady conditions. If the 
point of interest is shaded by structures 
or  topography, the calculations need 
only consider the sunless case. If i t  is in 
the sunshine, separate calculations must 
be made for the sunny and shady cases. 

The nondimensional wind speeds ob- 
tained in the wind tunnel are  then used 
to specify the reference wind speed cor- 
responding to the threshold wind speed 
on the site for each wind direction; i.e., 
the threshold wind speed is divided by 
the nondimensional wind speed. 

The frequency of reference winds ex- 
ceeding the specified level is then ob- 
tained from cumulative wind-speed 
frequency curves, again separately for 
each wind direction and for the sun 
and shade cases. 

The result is the probability of dis- 
comfort occurring during wind from 
each direction. These probabilities a re  
then weighted by the probability of each 
wind direction's occurrence. For a point 
in the sun, two separate discomfort 
probabilities are  calculated. They are  
then weighted by the climatological 
probabilities of sunshine and clouds and 
combined into a single probability. 

Calculated discomfort frequencies for 
a downtown San Francisco site are  
shown as an example (fig. 6) .  The cloth- 
ing level chosen is light but corresponds 
to our estimate of average men's and 
women's clothing a t  this time of year. 

The pattern of discomfort frequency 
seems reasonable in that  shaded areas 
exhibit a much higher discomfort fre- 
quency than areas in the sun. The ab- 
solute values, however, are  extremely 
high, especially in the shaded areas. The 



Figure 5.-Calculation process in determining discomfort frequency. 
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Figure 6.-Frequency of discomfort based on thermal in- 
fluence of climate. The analysis i s  for the first day of 
s ring at I .m. with a temperature of 15°C (61 OF). The 
8scomfort P requencies are for a person walking 3 miles 
per hour, wearing clothing with Rc= l clo, averaged as 
0.8 clo over the entire body. 
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uniformity of the frequencies within the 
shaded areas is unexpected considering 
the variation of windspeeds over these 
areas. 

The explanation of these discrepancies 
lies in the assumptions of the thermal 
comfort model. As a steady-state model, 
a period on the order of 1 hour is re- 
quired for a person to come to thermal 
equilibrium with the environment. The 
average duration of a pedestrian tr ip is 
more on the order of 5 to 10 minutes, 
however, so that  the steady-state condi- 
tions would never be reached. 

Applying the steady-state model to a 
transient situation underestimates the 

discomfort threshold wind speed. In 
shady areas the model is so oversensitive 
to wind that  almost any wind will cause 
discomfort, resulting in discomfort fre- 
quencies uniformly approaching the 
climatological probability of non-calm 
winds. 

While providing poor estimates of 
comfort in pedestrian areas, the thermal 
model may be useful in other applica- 
tions. The assumptions of the model 
apply to outdoor sports arenas and 
theaters, picnic areas, and beaches; and 
the model could provide usable discom- 
fort  estimates for such areas. 



Comfort prediction method based 
on mechanical wind effects 

The inaccuracies of the steady-state 
thermal model a re  avoided by basing 
comfort prediction on mechanical effects 
of the wind alone. The computational 
requirements of this method a re  also f a r  
less. The mechanical method will, of 
course, underestimate the discomfort 
frequency by neglecting discomfort 
caused by thermal cooling. 

In the computation (fig. 5) the dis- 
comfort threshold speed is now set a t  5 
meters/second (11 miles per hour), re- 
gardless of temperature or  sunshine. If 
turbulence is considered, the equivalent 
steady windspeed us is calculated for  
each point of interest and used as  the 
discomfort criterion (table 2).  The re- 
maining steps a re  similar to those in the 
thermal prediction method, except that  
sun-shade effects are  ignored. 

Discomfort frequencies calculated by 
using mechanical wind effects criteria 
are  lower than those calculated by ther- 
mal prediction (fig. 7 ) .  There is also 
considerably more variation over the 
site, reflecting the varying strengths of 
the wind. 

While ignoring temperature and sun- 
shade effects, the mechanical method 
provides a reasonable estimate of dis- 
comfort due to wind. Although the ab- 
solute values are  known to be low, the 
pattern and relative values a r e  both 
reasonable and useful. Sun-shade plots 
are  included in the analysis to provide 
an  intuitive judgment of thermal com- 
fort as  well. 

IMPROVING SITE COMFORT 
The comfort-prediction process de- 

scribed above estimates the levels of 
comfort to be expected a t  a site and 

Figure 7.-Frequency of discomfort based on mechanical 
influences of wind, for same conditions as fiaure 6. 

- 
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ABSTRACT.-Measurements of the physical environment of urban 
open spaces in Syracuse, New York, were used to compute the 
physiological responses of human users of the spaces. These cal- 
culations were then used to determine what environmental vari- 
ables were both important to human comfort and susceptible to 
control by site design. Although air temperature and humidity 
are important to human thermal comfort, these variables were 
found not to be related in any way to site features; temperature 
and humidity in the central business district were uniform over 
space. The other variables found to be important to human 
thermal comfort are, in order of importance: solar radiation, infra- 
red radiation, and wind speed. We found that all of these can be 
controlled to some extent by site design. Thus site design can be 
used to control human thermal comfort in outdoor urban spaces. 

THE SUCCESS of an  urban open 
space is influenced by many factors. 

The myriad components of the physical 
and social environment and the location 
of the space within the structure of the 
city all play primary roles. In this paper 
we focus on just one aspect of the 
physical environment: the thermal en- 
vironment. We define the thermal en- 
vironment as  those physical-environment 
elements which determine human ther- 
mal comfort. This comfort is controlled 
by the energy exchange between the 
body and its surroundings and, in gen- 
eral, can be said to exist when the body 
can effortlessly maintain a constant deep 
body temperature of about 98.6OF. Thus 
the thermal environment consists of 
elements which determine heat exchange 
between the body and its surroundings : 
solar and infrared radiation, tempera- 
ture and humidity of the air,  and wind 
velocity. Of course, the activity of the 
person also plays a role, since as  activ- 
ity increases so does metabolic heat 
production. 

The purpose of this study was to de- 
termine how various physical features 
of urban open spaces were related to 
human thermal comfort through their 
influence on the environmental elements. 
The basic question was "What features 
of the thermal environment, and hence 
human thermal comfort, a re  susceptable 
to  control by site d e s i g n ? ' O u r  study 
was a prelude to the development of 
design guidelines, some of which ap- 
pear elsewhere in these proceedings 
(Plz~mlez~) . 

METHODS 
The experimental design of our study 

centered around the determination of 
human thermal comfort in various ur- 
ban open spaces with different features. 
The role of various site features was 
determined from the study of their in- 
fluence on the variables which determine 
thermal comfort. Comfort was deter- 
mined by means of a model of the phy- 
siological response of humans to the 
environmental conditions as measured a t  



each site. Psychological comfort could 
then be inferred from the predicted phy- 
siological state. 

Human Thermal Comfort 
Thermal comfort is a psychological 

interpretation of the physiological state 
of the body and should not be confused 
with tkmperature sensation. Gagge 
(1969) summarized comfort and tem- 
perature sensation as follows : 

1. For sitting, resting persons : 
a. A sense of neutrality, of comfort 

or  pleasantness, always coincides 
with a state of thermal neutrality 
(maintenance of deep-body tem- 
perature a t  98.6OF without regula- 
tory effort via vascular constric- 
tion or dilation or sweating). 

b. Discomfort correlates best with 
skin temperature in cold condi- 
tions and with increased skin 
sweating in hot conditions. 

c. Temperature and comfort sensa- 
tions do not behave the same way 
with changing environment. Tem- 
perature sensation changes more 
rapidly than comfort sensation 
and, cold discomfort changes more 
rapidly than does warm discom- 
fort. 

2. Under conditions where the subject 
is active the following changes in 
sensation occur : 
a. Temperature sensation in warm 

and cold conditions is best corre- 
lated with skin temperature and 
a i r  temperature and is not nf- 
fected by the level of activity. 

b. Warm discomfort is best corre- 
lated with increased skin sweating. 

It is evident that skin temperature 
and sweating are the important sensible 
physiological reactions of the body to a 
thermal stress. Thermal stress is created 
when the net loss of thermal energy 
from the subject's body does not equal 
the production of heat by metabolism 
within the body. In order for deep body 

temperature to remain constant, this 
balance of heat losses and gains must be 
obtained. Under cold conditions the 
losses usually exceed the gains, and 
several physiological systems act to re- 
duce heat loss from the body. Vascular 
constriction reduces blood flow to the 
skin, and, as a result, skin temperatures 
drop. Heat production can be increased 
by voluntary activity or by involuntary 
shivering. Under warm conditions the 
body is gaining more heat than i t  can 
dispose of without effort, and vascular 
dilation occurs, with the result that  the 
skin warms. If this action is insufficient 
to balance the heat budget, then sweat- 
ing will occur. If the sweat rate exceeds 
the ability of the environment to evapo- 
rate the moisture, the skin will become 
wet. 

The exchange of heat between the 
body and the environment can take place 
in several ways (table 1). For each 
heat-flow route, we have listed the con- 
trolling environmental factors and the 
conditions which determine whether the 
flow of heat in the route is toward 
(source) or away (sink) from the body. 
To actually predict the thermal state of 
the body in any given situation, equa- 
tions must be written for each of these 
routes, and the set of simultaneous equa- 
tions which results must be solved for 
the condition of interest: skin tempera- 
ture and/or skin wettedness. 

We have used a relatively old model of 
physiological response developed by 
Belding and Hatch (1955) and improved 
by Lee and Henschel ( 1  963). This model 
computes a Relative Strain (RS) for 
any given environmental condition and 
level of activity. Lee and Henschel 
(1963) related the various levels of RS 
to psychological conditions of "comfort," 
"discomfort," "failure," etc. However, 
since all of these correlations have been 
developed for subjects indoors, caution 
must be taken in applying these comfort 
ranges to people outside. 

The Relative Strain model is : 



Evap. cooling required to and 
maintain heat balance 

RS = 
Maximum evap. cooling pos- 
sible under existing conditions. 

M (I, + I,) + 5.55 (Ta-35) + RI, 
- - 

7.55 (44 - Pa)  

where 

M = metabolic ra te  Kcal M-2hr-1 
I, = insulation of a i r  clo 
I, = insulation of clo 

clothing 
Ta = a i r  temperature C 
R = radiant  load Kcal M-zhr-l 
Pa = vapor pressure mm H g  

of a i r  

In 1,=0.5662 + 0.4026 In U 
+ 0.0072 In U2 
U = wind speed mph 

Radiant Loads (infrared and solar) 
a r e  included by adding the energy ab- 
sorbed to metabolism. This model was 
incorporated into a n  interactive com- 
puter program which computed RS from 
the  environmental data gathered in each 
site. Table 2 shows the psychological 
response in terms of RS. 

Site Selection 
Figure 1 shows the  Syracuse down- 

town area  and the  general location of 
the eight sites used by Vittum (1974). 
F o r  this report we will be discussing 

Table I .-Summary of heat flow between a body and i ts  environment 

Controlling Conditions for  route being - 
- 

route environmental elements Source Sink 

Metabolism Activity of subject Always - 
Radiation 

Solar Shade-producing elements Daytime - 
Infrared T,, T, T, > TS T, < TS 

Convection T,, T,, w T, > Ts Ta < '8 
(increasing with increasing w) 

Evaporation P,, Pa, w - Pa < P~ 
(increasing with w) 

Ts = Skin (clothing) temperature. 
T,= Radiant temperature of surroundings. 
Ta = Temperature of the air. 
w = Wind speed. 
P,=Vapor pressure of skin (f (T,) . 
Pa=Vapor pressure of a i r  (f  (T,, R H )  . 
RH =Relative humidity. 

Table 2.-Interpretations of physiological responses to relative 
strain for the standard man (Lee and Henschel 1963, p. 24). 

Relative strain Physiological effects for  the standard man 

100 percent of individuals comfortable. 
50 percent of individuals comfortable. 

100 percent of individuals uncomfortable. 
75 percent of individuals show stress. 

100 percent of individuals show distress. 
50 percent of individuals show signs of 

physiological failure. 
100 percent of individuals show signs of 

physiological failure. 
Responses approach or exceed range within which 

system experiences breakdown. 



Figure I .-Plan of the study site, showing the location of sites 
I to 8 as well as the significant buildings. 

only four sites (1, 2, 6, and 7 ) ,  which 
a re  shown in figures 2, 3, 4, and 5. 

Site 1 is located in a park with very 
little enclosure, since most of the sur- 
rounding buildings are  only two to three 
stories high. The ground surface a t  the 
site is grass. Table 3, which lists the 
view factors for the predominant sur- 
faces a t  each site, shows that  the sur- 
faces as  seen by a person a t  this site a re  
nearly evenly split between sky and 
grass. Site 2, located on the sidewalk 

in a fairly open space on Onondaga 
Street, has nearly the same view of the 
sky and ground, but the ground surface 
is primarily concrete. Site 6, located on 
the north side of a building within Co- 
lumbus Circle has a relatively low view 
of the sky since the site is more en- 
closed, as  indicated by the high view 
factors for the surrounding buildings 
and trees. The ground surfaces a re  
brick and asphalt. Site 7 has a high view 
of the sky, and the ground surface is 



Figure 2.-Site I .  'X' marks point where measurements were 
taken and for which view factors were calculated. 

Figure 3.-Site 2. 



Figure 4.-Site 6. 

Fiqure 5.-Site 7. 

l inch 200 feet w m b r i c k  varticvl frcada concrete walk 
i.;9 stone vertical facade 

asohrlt nrrkino Iat  



Table 3.-View factors between subjecf standing at site location and surrounding surfaces. 

Surfaces 

Site No. Walks Building Facing 
Sky Street Tree ( s )  Grass 

Brick Concrete N E S W 

primarily macadam. Vegetation is a 
feature only in site 6, which is located 
beneath a row of street trees. 

Environmental Measurements 
A portable instrument system was 

used to measure a i r  temperature and 
humidity, solar radiation, and wind 
speed a t  each site. The radiant load was 
computed from the measured solar ra- 
diation and from knowledge of the sun's 
position in the sky a t  the time of meas- 
urement. The infrared load was com- 
puted from view factors, and surface 
temperatures were measured with a 
radiation thermometer. The view factor 
is the proportion of the total spherical 
field of view from a subject taken up by 
the surface or  object of interest. The 
infrared exchange between the subject 
and the surface is proportional to the 
view factor and the difference in tem- 
perature between the subject and the 
surface (table 3 ) .  

RESULTS AND DISCUSSION 
Table 4 lists environmental and com- 

fort  data typical of the four sites a t  
three times of day: morning, noon, and 
evening. 

The a i r  temperature and humidity 
data for each measurement period show 
a surprising uniformity once the trend 
in temperature caused by the time it 
took to move from site to site is re- 
moved. Note that  temperatures are  in- 
creasing with site sequence in the 
morning and decreasing with site se- 
quence in the evening. This uniformity 
of temperature prompted us to investi- 

gate further the uniformity of tempera- 
ture within the Syracuse CBD. This was 
done simply by moving around very 
quickly with a single psychrometer 
(Bendix Psychron) . This procedure in- 
dicated that  the temperature a t  any 
given spot could vary by as much as 6OF 
in a short time due to changes in solar 
radiation caused by clouds. However, 
these changes took place over a large 
area;  and moving from tree shade, to 
sun lit areas, to building shade showed 
that  the temperature is not an  element 
of open-space environment that  can be 
controlled or moderated by site design. 
The same pattern was true for  relative 
humidity. 

Solar radiation showed considerable 
variation from site to site. Comparison 
of the radiation figures in table 4 with 
the maps of the sites shows that  the 
variation in solar radiation is due pri- 
marily to shading by buildings or vege- 
tation. 

The IR radiation load, as  listed in 
table 4 or as  expressed as  the mean radi- 
ant  temperature (MRT) of the space 
obviously varies with the time of day. 
During the day site 7, which was located 
in an  open macadam parking lot, showed 
the highest IR load (MRT) because of 
the high view factor between the per- 
son and the blacktop surface (table 3 ) .  
No shade is provided by buildings or 
vegetation. Site 1, in the open grassy 
park, shows the lowest IR radiant load, 
again due primarily to the nature of the 
surface; grass in this case. Sites 2 and 
6, both street sites, tend to behave in a 
similar way in relation to infrared radi- 
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ation. According to table 3, site 6 "sees" 
considerably less sky, which on these 
days had an apparent radiant tempera- 
ture of about 5 to g°C, than site 7. 
Therefore i t  is not surprising that  the 
infrared load in site 7 is more negative 
(MRT is lower) than in site 6. 

Wind speed was variable over both 
site and time. The urban surface wind 
tends to be gusty but with a low average 
velocity. Wind speeds greater than 8 
mph were rare. Wind direction was also 
variable and did not seem to be strongly 
related to the wind direction above the 
buildings as indicated by flags. 

The lower part of table 4 lists relative 
strain as calculated for each site by 
using the environmental variables listed 
and also the relative strain which would 
occur if (1) the wind speed were re- 
duced to zero, (2) the solar radiation 
were reduced to zero, and (3) the in- 
frared radiation load were reduced to 
zero. These manipulations allowed us to 
determine the relative importance of the 
variables. Air temperature and humidity 
were not modified since they had already 
been shown to be inalterable by design. 

Since the relative strains a re  all nega- 
tive, we a re  dealing with a cool situa- 
tion; the body requires more heat to 
achieve balance between inputs and out- 
puts of thermal energy. Unfortunately 
we do not have any data relating the 
negative physiological strain to the 
psychological measure of comfort. How- 
ever, we do know that  to conserve heat 
the body will constrict the vascular sys- 
tem of the skin with the result that  skin 
temperature is lowered. As mentioned 
above, cool discomfort is directly related 
to  skin temperature, and the sensation 
of cool discomfort changes more rapidly 
below the neutral skin temperature 
(comfort condition) than above that  
point. Since we know that  on the warm 
side, relative strain values of between 0 
and 0.2 are  "comfortable," and that  dis- 
comfort increases with increasing rela- 
tive strain (table 2 ) ,  we can safely 
assume that  the same will occur below 



thermal neutrality. In  other words, we 
can use table 3 with absolute values of 
relative strain for a rough indication of 
comfort. 

Wind speed had relatively little effect 
on relative strain (RS). The average 
change in relative strain when wind was 
reduced to zero was only 0.02 or  about 
10 percent of the RS value. The effect 
of wind does increase in magnitude with 
increasing strain, however : compare 
site 7, 0800 and site 2, 1300. 

The effects of solar radiation are  quite 
large as can be seen by comparing sites 
1 and 2 a t  0800 (RS of -26 and -.30 
respectively) and by studying the dif- 
ference in relative strain when solar 
radiation is eliminated (see site 1, 0800 ; 
site 2, 1300; site 7, 1300 for example). 
The presence or  absence of solar radia- 
tion has a strong influence on human 
thermal comfort. 

At  all sites the infrared radiation 
balance was negative; that  is, heat is 
flowing away from the body, because 
all surfaces have temperatures below 
30°C (skin/clothing temperature). Sites 
which have large view factors with sky 
will tend to have larger negative in- 
frared radiation balances since the sky 
is usually cold, particularly on clear 
days. Thus sites 1 and 7 show a strong 
improvement in relative strain when 
the infrared radiation balance is reduced 
to zero. On the other hand, site 6, which 
has only 16 percent of its view occupied 
by sky (table 3) shows little change 
when the infrared balance is reduced to 
zero. Note that  as the apparent sky 
temperature decreases, the effect of 
eliminating the infrared heat balance 
increases. 

CONCLUSIONS 
These data indicate that  solar radia- 

tion, infrared radiation, and wind are  
important to human thermal comfort in 
urban outdoor spaces and, further, that  
they can be controlled through site de- 
sign. Trees and other vegetation can be 
used to provide shade during hot periods 
to reduce the input of solar energy to 
the user's body. If spaces are  used dur- 
ing cooler periods, then shading should 
be kept to a minimum. Structures, of 
course, can be used for the same pur- 
pose. Vegetation can be used to screen 
the user from sources of infrared radia- 
tion such as sun-heated walls and streets 
during the warm season and to limit in- 
frared radiation loss to cold surface such 
as the sky during cold periods. Although 
i t  is not very important in the city under 
warm conditions, wind speed can play an  
important role during the cold season 
as is indicated by the popularity of 
wind-chill factors in winter weather re- 
ports. Various arrangements of vegeta- 
tion and structure which could be used 
to reduce the heat losses due to high 
winds in winter would have little effect 
on RS in summer. 
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ABSTRACT.-The thermal balance of a standard man was quanti- 
fied for a variety of urban and rural summer daytime microclimates. 
The resulting net heat-load data were correlated with the relative 
amounts of vegetation and synthetic materials at each site. By 
extrapolating these results, it is possible to estimate the expected 
heat load of a proposed development before it is built. 

THERE IS LITTLE DOUBT that  the 
day-to-day weather as well as the 

overall climatic pattern in an  area af- 
fect which activities people pursue, how 
well they perform, and generally whether 
they feel comfortable (Huntington and 
Cushing 1924). Recently Belding and 
Hatch (1955) and Tromp (1966) def- 
initely linked climatic variables with 
human comfort when they observed that  
climatic parameters such as a i r  tem- 
perature, humidity, and wind speed 
cause distinct and repeatable human 
physiological stress responses. 

The objective of our study was to 
examine and quantify the thermal ex- 
changes between a theoretical subject 
and several urban- and suburban-type 
sites to determine which were the most 
and least comfortable and why. From 
the results, specific factors of site de- 
sign that  significantly affect human 
comfort can be identified and utilized 
by city planners for future development. 

DETERMINING HUMAN 
THERMAL COMFORT 

Inequalities in the temperatures of 
terrestrial objects results in an  ex- 
change of energy between the objects 
as they approach thermal equilibrium 
with each other. The major means by 

which energy is exchanged are  radia- 
tion (R)  , convection (C) , conduction 
(G) ,  and the evaporation or  condensa- 
tion of water (LE). Over a sufficiently 
long period of time, the summation of 
all the energy gains and losses by an  
object or human subject will equal zero : 

R+C+G+LE=O [I] 
The instantaneous rate of heat gain 

or loss, which must be compensated for  
to maintain the body core-temperature 
constant, has been established as an  im- 
portant factor in human comfort. But 
quantification of the instantaneous net 
heat load for human subjects is com- 
plicated by the facts that  each of the 
processes of equation 1 act in not one 
but several ways and that  clothing alters 
the exchanges in a variety of ways. 
Fanger (197'0) presented a similar 
model for a human subject that  demon- 
strates how a single process such as 
evaporation is complicated in the human 
energy balance problem : 
M+R+G+G+Ed+E,,\.+E,,+L+C=O [2] 
where : 

M = Metabolic heat production. 
Ed = Heat loss by skin diffusion. 
E,, = Heat loss by evaporation of 

sensible sweat . 
E,, = Latent respiratory heat loss. 

L = Dry respiratory heat loss. 



In  equation 2 the single evaporation 
term of equation 1 (LE) has been 
broken into three separate terms (Ed, 
E,,, and Ere) , each representing a form 
of energy exchange by evaporation that  
must be determined independently. 

Before this relationship was derived, 
the rates of energy gain and loss, which 
determined the limits of the comfort 
zone, were established by asking a 
sample of people how they felt in a 
series of test environments. Those en- 
vironments in which subjects most 
frequently said they were comfortable 
were then designated as comfortable; 
and upper and lower limits were estab- 
lished. Belding and Hatch (1955) then 
evaluated these limits, using a relation- 
ship similar to equation 2 ; and they con- 
cluded that  the limits of the human 
comfort zone are  2500 calories per 
minute for an  average subject. 

MATERIALS AND METHODS 

Data Collected and Site Description 

Data were taken in June and July 
1974 on The University of Connecticut 
campus a t  Storrs (latitude 41°47'30", 
longitude 72O14'33"W, average elevation 
215 meters). The University campus 
represents an  urban-like environment 
built to be esthetically pleasing and sur- 
rounded by undeveloped woodlands. 
Eight sites that  were felt to be micro- 
climatically dissimilar were selected. 
Figures 1 through 7 are photographs 
and scale drawings that  cover full 360' 
views of these sites. 

Site 1 is not pictured, but is a typical 
area beneath the canopy of a 20-m-tall 
black oak (Quercus velutina) forest with 
moderate undergrowth. 

At each site wet and dry bulb tem- 
peratures were measured with a Bendix 
aspirated psychrometer, wind speed with 
a Hasting's omnidirectional a i r  meter, 
and surface temperatures of facing 
solids with a Barnes PR-10 infrared 
thermometer. Solar radiation was moni- 
tored with a Kipp pyranometer located 

in the northwest corner of site 2. 
Data were taken a t  each site once 

every 2 hours of each data day begin- 
ning a t  site 1 and progressing sequen- 
tially through site 8. At  the end of each 
run, measurements were repeated a t  
site 2 to  give some indication of how 
conditions had changed during the 
course of the data collection. Data runs 
were begun a t  0730, 0930, 1130, 1330, 
1530, and 1730 solar time. Transit time 
from site to site was approximately 3 
minutes, and the total time elapsed from 
the s tar t  to the finish of a data run 
averaged 1 hour. A total of 8 data days 
were obtained for use in later analysis. 

Data Reduction 
Equation 2 was modified by splitting 

the radiation term into a solar radiation 
component (S)  and an infrared radia- 
tion component ( IR) .  The solar com- 
ponent was then evaluated, using the 
techniques of Underwood and Ward 
(1966), giving the working model: 

S-(r+t) S+M+IR+G+Ed+ 
E,,\,+E,,+L+C=O [31 

where : 
r = the reflectivity of the subject to 

solar radiation. 
t = the transmissivity of the subject to 

solar radiation. 
To quantify equation 3 and utilize i t  

to compare the sites i t  was necessary to 
make a number of assumptions to rule 
out the variability between human sub- 
jects. For  this study, the subject was 
assumed to be a young male, aged 20 to 
35 years, with a surface area of 1.8 m2, 
who was walking a t  1.5 m sec-l and 
whose orientation with respect to the sun 
was constantly changing. His skin tem- 
perature was assumed, from the basis 
of a literature review, as 32OC. A cor- 
responding clothing temperature of 35OC 
was established from supplementary ex- 
perimentation in which the actual tem- 
perature differences between the skin 
and outer clothing surfaces were moni- 
tored and found to average 3OC;. Con- 

















duction ( G )  for a standing subject was RESULTS AND DlSCUSSlON 
assumed negligible. Finally, it was as- 
sunled that tlie subject would be in corn- 
plete equilibrium with his clothing so 
that any heat gained or lost a t  the outer 
surface of the elothi~lg would represerrt 
an equal heat gain o r  'loss to t l ~ e  subject. 

After niaking these assuml~tions and 
reducing all ranits to eal min-I for the 
subject, we devised a worliing model 
from equation 3 : 

( 9 R A )  (s)  -8-1-x-t-Vf\~, fJJo,---B,) -t 
n 

10.56 (36-pa) + 3.8 (44-Pa) -t- 2.3 
(34-ta) -I-33.1811~ (35-ta) 

=net heat load before evaporation of 
sweat (cal. min-1) 141 

where : 
%BRA = The direct radiational 

area determined, using 
the work of Underwood 
and Ward (1966). 

V f , ,  = The view factor between 
" the subjed and the in- 

dicated object ( n )  in the 
environment, determined 
by using the graphic 
m e t h o d s  of F a n g e r  
f l s r o ) .  

R, and Ro,, = %he radiosites of the sub- 
ject arld objects respec- 
tively calculated by the 
Stefan-Bolhzmann Law : 
R = cv T4, where the emis- 
sivity (t) was assumed 
unity, u is the Stefan- 
Boltzmann constant, and 
T is surface "cemjserat~we 
(OK) 0 

Pa = Air vapor pressure 
(cni Wg) . 

t a  = Air temperature (OC). 
hc -- Convective coefficient, us- 

ing Fangey's (1.97'0) 
equation : 
hc = 10.4 x r i  , where 
v is the wind velocity 
(ni see 1 ) .  

&'I = Metabolic heat produc- 
tion, assumed constant a t  
3016 cal min-I. 

T11e sites were evaluated with equa- 
tion 4 and were compared in terms of 
reialive humiclity, vapor pressure, wind 
speed, xrld air  teniperatuve as well as net 
heat load. Figure 8 shows a graph of 
the net heat loads for each site averaged 
for all 8 test days. On this graph, points 
above the x-axis represent positive heat 
loads or  conditions in which a subject 
must get rid of excess beat by evapora- 
tion of liauicl sweat in ordel. to be com- 
fortable. Thus, those sites that  reach 
tlie greatest positive values and a re  
above the x-axis the longest time during 
the day are the most urtcomfo~table. 
Sites 2, 4, 6, and 8 were singled out in 
this manner. 

Table 4 gives the percentage of the 
total view of each site erepresented by 
various groupings of materials and av- 
eraged midday air  temperatures, huntid- 
itles, and wind speeds. Despite the 
obvious physical d i f  erences among sites 
P "lo 8, the average a i r  temperature, 
vapor pressure, and wind specd varied 
little. A comparison of the view factor 
i~lforrnation in table 1 with the net heat- 
load clata revealed a correlation between 
midday net heat loads (0930 t h ~ o ~ g h  
1530) and the percentage view factors 
of synthetic and regetati.ire materials. 

Regression analyses were rnade of the 
iniportance of the view-factor groupinigs 
of vegetation, synthetic materials, slip, 
and not sliy in determining net lieat 
loads. Sep:trate analyses were made for 
day-long averages, for transition periods 
(0730 and 1530), and for midday 
periods. Table 2 shows some results of 
these regressions. 

Table 2 shows that there was very 
little correlation between net heat load 
and either vegetative or synthetic view- 
factor groupings during the, transition 
periods when surface temperatures were 
relatively low. Further, the correlations 
foi* individual days and times became 
highel* as the overall synoptic conditions 
becanle hotter. This indicates that  the 



Figure 8.-Average net heat loads for June and July data days. 

Table I .-View-factor descriptions of sites and their average midday air tempera- 
ture, vapor pressure, and wind speed 

Average midday 

Site ~k y Vegetation ~~~~$~~ Air Vapor Wind 
temperature pressure speed 

Pct. Pct. Pct. " C cmHa m sec-1 



Table 2.-Partial results of the statistical correlations between the indicated 
view-factor category and averaged net heat loads 

Period View-factor category Sites s3-x 
(cal. min-1) 

Midday, 
June  and J u l y .  . . Synthetic materials 1-8 0.88 334 

Synthetic materials 1-4,6-8 .93 270 
Vegetation 1-8 - .88 338 
Vegetation 1-4, 6-8 - .87 359 - 

Transition. 
June  and J U ~ ~ .  . . Synthetic materials 1-8 .69 361 

Vegetation 1-8 - .46 420 

Figure 9.-Average midday heat load versus the fraction of 
view in synthetic materials. 

-1 50od 
$ View Factor in Synthetic Materials 

effect of these view-factor groupings in 
the urban microclimate increases as the 
overall climatic stress becomes more and 
more positive. 

During the midday periods, correla- 
tions between net heat load and vegeta- 
tive and synthetic categories were high. 
The regression analysis of the midday 
heat loads versus the percentage view 
factor in synthetic materials suggests 
that  87 percent of the variation in heat 
load from site to site can be explained by 
changes in the percentage view of syn- 
thetic materials. 

Figure 9 shows this empirically de- 

fined relationship between the view- 
factor grouping of synthetic materials 
and midday net heat loads: 

Net heat load =--I463 + 3574 Vf,,,. 
[51 

By reading the percentage of the view 
factor present, a t  a proposed site, of 
synthetic materials from the x-axis, an 
estimate of the expected heat load can 
be read from the point of intercept with 
this line. Given relationships of this 
nature, one should be able to design a 
site to fall within the comfort zone by 
manipulating vegetative shields and 
building spacing. 
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ABSTRACT.-Microclimates in outdoor urban spaces may be modi- 
fied by controlling the wind and radiant environments in these 
spaces. Design guidelines were developed to specify how radiant 
environments may be selected or modified to provide conditions for 
thermal comfort. Fanger's human-thermal-comfort model was used 
to determine comfortable levels of radiant-heat exchange for vari- 
ous activities, clothing types, and climatic conditions. A comparison 
of these radiant quantities with measured and calculated quantities 
of radiant exchange expected for a person in urban spaces revealed 
several design guidelines. 

EFFORTS BY PUBLIC AGENCIES 
and private interest groups to  re- 

vitalize the central business districts in 
American cities have often included 
large expenditures fo r  outdoor pedes- 
t r ian  spaces. Many such amenity spaces 
have failed to receive more than  light 
use. This failure has been attributed 
partly t o  a general disregard for  the  
physical-comfort needs of the users 
(Whyte 1972). The need fo r  thermal 
comfort is ubiquitous, but  i t  seems often 
to  be forgotten in the  designs of outdoor 
spaces. 

The general aim of this study was to 
determine how designers could modify 
climatic conditions in urban spaces for  
thermal comfort. Human thermal com- 
fo r t  is "that condition in which a person 
expresses satisfaction with the  thermal 
environment" ( F a n g e ~  1970). It is a 
subjective response based on both phy- 
siological and psychological states of a 
person in a given environment. 

Climatic factors t ha t  affect heat ex- 
change with the  body a re  a i r  tempera- 
ture, humidity, radiation, and a i r  move- 
ment. Other factors include the  person's 
activity level, clothing type, and emo- 
tional and physical conditions. Previous 
studies (Lewis et al. 1971, Vittum 1974) 

have shown tha t  a i r  temperatures and 
relative humidities do not vary signi- 
ficantly throughout the downtown out- 
door space system despite differences in  
physical structures and arrangements. 
Wind speeds and radiation were much 
more variable. The  designer could there- 
fore modify microclimates in outdoor 
spaces through control of the wind and 
radiant  environments. This paper foc- 
uses on the  radiant  heat environment. 

A person exchanges radiant  heat  with 
his surroundings a s  does any  other phy- 
sical object. Solar radiation always adds 
heat  t o  a person. The atmosphere and 
terrestrial objects add or  remove heat 
from a person depending on the  tem- 
perature difference between the  person's 
outer surface and the  surrounding sur- 
faces. If the  surroundings a re  warmer, 
the person gains heat. 1 they a re  cooler, 
he loses heat. 

Several questions were addressed in 
order to understand the design possibil- 
ities for  altering radiant-heat exchanges 
in outdoor spaces. How much radiant  
heating o r  cooling is needed for  thermal 
comfort? When is the radiant  heating 
o r  cooling needed? How much radiant- 
heat exchange is available to a person 
in a n  urban space? A comparison of t he  



desirable and available radiant-heat ex- 
change quantities revealed design guide- 
lines that  could be used for selecting 
and designing outdoor spaces with com- 
fortable radiant environments. 

RADIANT EXCHANGE 
FOR THERMAL COMFORT 

A person must maintain a constant 
deep body temperature by balancing heat 
gains and losses with the environment. 
Thermal conditions that  enable a person 
to maintain heat balance through minor 
physiological adjustments ( a  state of 
thermal neutrality) are  the conditions 
people subjectively select as comfortable 
(Bruce  1960, Fanger 1970). 

Studies with human subjects have 
shown that  radiant heating and cooling 
can comfortably compensate for cool and 
warm air  temperatures respectively, as 
long as a i r  movement is low. The radi- 
ant  environment may be asymmetric 
about the person as long as nearby 
ground and vertical surfaces are  within 
comfortable temperature ranges - 
ground surfaces should be between 17 
and 40°C; vertical surfaces should be 
between 15 and 50°C (Gagge et  al. 1965, 
Gagge et al. 1967, McNall and Biddison 
1970). 

Determination of Comfortable 
Ranges of Radiant-Heat Exchange 

Fanger's (1970) human thermal-com- 
fort  model was used in this study to 
determine radiant-exchange quantities 
that  will yield thermal neutrality de- 
pending on other climatic conditions and 
a person's activity level and clothing 
type. Fanger's model has been tested 
extensively with human subjects (in 
indoor controlled climatic environments) 
to find the relationship between a per- 
son's heat balance and his subjective 
thermal response. 

Although there is no single thermal 
environment that  can satisfy all persons, 
there are  ranges of conditions that  are  
comfortable to a majority of people. 
Fanger tested his thermal-comfort equa- 

tion to  determine the percentage of 
people who express dissatisfaction a t  
different thermal sensation conditions, 
as defined by his model. For  the purpose 
of this study, I selected the range of 
thermal responses that  were found to 
satisfy more than 50 percent of the 
people. This includes thermal sensations 
from slightly cool to slightly warm. The 
ranges of comfortable radiant-exchange 
quantities calculated from Fanger's 
model should be applicable to all healthy 
persons regardless of age, sex, geo- 
graphic location, or body size, as long as 
differences in clothing habits a re  recog- 
nized (Fanger  1970, Rohles and John- 
son 1972). 

QUANTITIES OF RADIANT EXCHANGE 
IN OUTDOOR URBAN SPACES 

Three sources of radiant heat ex- 
change, exclusive of artificial radiant 
heat, are available to persons in outdoor 
environments : 
1. Solar radiation : the direct beam, the 

diffuse radiation from the atmos- 
phere, and reflected radiation from 
the ground and the vertical surfaces. 

2. Longwave radiant exchange with t-he 
sky. 

3. Longwave radiant exchange with ter- 
restrial surfaces (ground, vertical, 
and overhead surfaces). 

Determination of 
Radiant-Exchange Quantities 

Many environmental factors and a 
person's physical factors affect the 
amounts of radiant heat exchanged with 
a person from these three sources. For 
this reason, radiant quantities were de- 
termined for some specific conditions 
for persons located in a city in the 
northeastern United States. Syracuse, 
N.Y., was chosen for convenience. Con- 
ditions were chosen for times when 
people are most apt  to be using outdoor 
spaces and for typical urban street con- 
figurations and surface materials. 

A sample of quantitative estimates of 
a person's net radiant exchange with 



each of the three sources was calculated. 
Solar radiant quantities were calculated 
by using the equations in Terjung and 
Louie (1 971). Fanger's (1 970) informa- 
tion on the radiant geometry of a per- 
son was used to determine solar radiant 
quantities absorbed by a person. Solar 
radiation on cloudy days was computed 

from Angstrom's equation as given in 
Gates (1962). Calculations of net radi- 
an t  exchanges with the sky and ter- 
restrial surfaces were made with a 
modified radiation law as described in 
Plumley (1 975). Sky temperatures were 
derived from Brunt's table of atmos- 
pheric radiation in Brown (1973). Ter- 
restrial surface temperatures of typical 
urban materials were measured in Syra- 
cuse during different climatic conditions. 
The information on a person's radiant 
area in view of surrounding flat sur- 
faces was taken from Fanger (1970). 

Tables of radiant exchanges for the 
following conditions are presented in 
Plumley (1 975) : 
1. Solar radiation absorbed by a person 

on clear days for four different body 
postures. 

2. Total solar radiation absorbed by a 
person on clear days in the shade of 
a building, a thin-canopy tree, and a 
dense-canopy tree. 

3. Solar radiation reflected by a glass 
wall and absorbed by a person. 

4. Total solar radiation absorbed by a 
person on totally overcast days (alto- 
stratus and stratus clouds). 

5. Net longwave radiant exchange under 
clear and cloudy skies during differ- 
ent a i r  temperatures (for a person 
in three typical urban street con- 
figurations). 

6. Net longwave radiant exchange with 
typical urban ground and vertical 
surface materials, shaded and un- 
shaded, a t  four different times of the 
day for four air  temperature condi- 
tions (cool, moderately warm, warm, 
and hot) typical of the spring, sum- 
mer, and fall seasons in the north- 
eastern United States. 

Summary of Analysis 
of Radiant Exchange Quantities 

Net radiant exchanges of less than 20 
to 30 kcal/hr/person were considered to 
be insignificant because this small 
amount does not produce a change in a 
person's thermal-sensation level, as 
based on an  analysis of Fanger's model 
(Plumley 1975). Therefore, physical 
factors in the environment that  showed 
insignificant differences in the radiant- 
exchange quantities for a person were 
considered to be unimportant for the  
design of urban spaces. 

Some of the results of an  analysis of 
the radiant quantities are  presented 
here, as taken from Plumley (1975) : 

Solar radiation 

1. Direct solar radiation provides much 
more radiant heat to a person than 
any of the terrestrial surfaces. Even 
on cloudy days a t  noon, diffuse solar 
radiation can provide 5 to 10 times 
more radiant heat than terrestrial 
surfaces. 

2. Differences in ground-surface reflec- 
tivities (in the range of 20 to 40 per- 
cent) are  not important during morn- 
ing or late afternoon. During the 
midday, higher-albedo materials sig- 
nificantly increase the amount of 
solar radiation incident on a person. 
The albedo of shaded ground surfaces 
is unimportant. 

3. Solar radiation reflected from a 
typical large tinted-glass office win- 
dow does not provide significant 
amounts of heat to people. 

4. To maximize the solar radiation 
available to a sitting person (for cool 
days) seats should be positioned to 
face the sun, and the ground material 
should be moderately reflective (like 
light brick or concrete). 

5. To minimize the solar radiation a 
person receives (on warm days) 
shade from trees with dense canopies 
should be provided. Trees with thin 
canopies, like honeylocusts (Gleditsia 



Figure I.-Solar radiation absorbed by a person in the open 
and in the shade of trees with dense and thin canopies. 

Total = Direct 
+ Diffuse 
+ Reflected 

Time of day, E.S.T. 

Table I.-Effect of radiant exchange for a person on an urban street 
under clear and cloudy skies 

Condition - 
Sitting - 

Clear 
skies ............ < 85°F. 

upper 80s 
to 9g°F. 
- 

Cloudy 
skies ............ < 65°F. 

upper 60s 
to 95°F. > 95°F. 

Activity 

Walking slowly 

< 75°F. 
upper 70s 
to 99°F. 
- 

< 55°F. 
upper 50s 
to  85OF. > 85°F. 

Effect 
Walking quickly 

< 60°F. Cooling 
upper 60s 
to 90°F. Neutral > 95°F. Heating 

- Cooling 
40" to 75°F. 

Neutral > 75°F. Heating 

Note: The a i r  temperatures considered here a r e  for  the range from 30 
to 99°F. The clothing types used for  this table were those typically 
worn during the different a i r  temperatures. 

trictcnnthos), are not as effective for have a cooling effect only for seated 
shading as dense-canopy trees (fig 1). persons or slow walkers ( table 1). 

2. In cool weather radiant cooling is 
Radiant Heat Exchange with the Sky undesirable, and spaces should pro- 
1. The sky can be a source of radiant vide overhead obstructions to those 

cooling or heating depending on the portions of the sky not in the direc- 
a i r  temperature and cloudiness. Dur- tion of the sun. 
ing warm weather the clear sky can 3. In warm weather radiant cooling is 



desirable. Spaces for sitting should not 
be located directly under overhead 
canopies and should preferably be 
located away from building walls in 
order to maximize the sky view. 

Radiant Heat Exchange 
with Terrestrial Surfaces 
1. Ground and vertical surfaces can be 

sources of radiant heating or cooling 
depending on their surface tempera- 
tures, surface dimensions, proximity 
to the person, and the person's activ- 
ity level. Graphs were constructed to 
show a person's radiant exchanges 
with ground and vertical surfaces, 
each of dimensions large enough t o  
provide the near maximum exchange 
(figs. 2 and 3) .  Surface dimensions 
larger than these do not significantly 
increase the radiant exchange for a 
person. This was determined from an  
analysis of Fanger's (197'0) view 
factors between a person and ground 
and vertical surfaces. 

2. Ground surfaces generally provide 
more radiant exchange than either 
vertical surfaces (walls) or overhead 
surfaces (trees or  awnings). The lat- 
ter usually provide negligible quan- 
tities of net radiant exchange. 

3. The surface areas of ground or verti- 
cal surfaces need not be very large 
to provide significant amounts of 
radiant exchange. On warm days un- 
shaded ground surfaces as small as 
4 square meters or vertical surfaces 
14 meters long and 4 meters high can 
provide undesirable amounts of radi- 
ant  heat to a person. 

4. Radiant exchange with vertical sur- 
faces becomes insignificant for per- 
sons located more than 3 meters from 
the surface. (This applies to walls, 
10 meters high and 14 meters long, 
with surface temperatures between 
10 and 40°C-typical of the extremes 
found in the summer and fall seasons 
in Syracuse. 

ant  heat to persons than unshaded 
surfaces, with the exception of vege- 
tative ground materials (fig. 4) .  

6. Walls shaded by dense-foliage trees 
offer significantly less radiant heat 
to persons than unshaded walls. Walls 
shaded by vines or shrubs did not 
show significantly lower surface tem- 
peratures than the unshaded por- 
tions, and differences in net radiant 
exchange with persons were negli- 
gible. 

DESIGN GUIDELINES 
Comparisons of available radiant ex- 

changes were made fo r :  (1) conditions 
providing the maximum amount of radi- 
ant  heat gain, and (2) conditions pro- 
viding the least amount of radiant heat 
gain (or most radiant heat loss) from 
each of the three radiant-exchange 
sources. An example of these compari- 
sons is presented for a seated person a t  
noontime on a warm day (fig. 5). 

Comparisons of radiant heat exchange 
for thermal comfort and radiant ex- 
change available to persons revealed 
some simple design guidelines (figs. 6 
and 7 ) .  Four elements, as indicated on 
the charts, should be considered in the 
design of a space depending on the a i r  
temperature conditions, time of day, and 
the person's activities : 
1. Direct solar radiation should either 

be available or should be shaded by 
thin or dense-canopy trees. 

2. Ground and vertical terrestrial sur- 
faces should be shaded or unshaded. 

3. Sky views overhead and to the sides 
of persons should be either blocked 
or made as large as possible. 

4. Wind speeds should be either calm, 
low (1 to 3 mph) ,  or moderate (4 to 
5 mph).  

Footnotes accompanying the charts 
provide additional specifications for 
some of the categories. 

Artificial Radiant Sources 
5. During warm weather, shaded ground Spaces can be designed to include 

surfaces offer significantly less radi- artificially-warmed ground and vertical 



Figure 2.-Effect of ground-surface temperature on radiant 
exchange between a person and the ground. 

t120 For person i n  middle of 
square (dm. x 4m.) 
i n  'standard s u i t '  ensemble ( c lo  1.0) 

-80 
Surface 

10 20 $0 40 50 temp. (OC) 

S i t t i n g  Ins igni f icant  
Walking slowly temperature 

Walking quickly 
ranges 

Shaded zone represents  rad ian t  exchanges with i n s ign i f i can t  
e f f e c t s  on a person's thermal comfort level .  

Note : I f  c l o  0.5, subt rac t  15 k c a l / b  from radian t  f l u .  
I f  c l o  1.5, add 15 kcal/hr t o  rad ian t  flux. 



Figure 3.-Effect of surface temperature of a vertical surface 
on radiant exchange between a person and the vertical surface. 

+120 For person 1 meter from 
v e r t i c a l  surface (14m, long, 10m. high) 
i n  'standard s u i t '  ensemble ( c l o  1.0) 

+80 

-80 
Surface 

10 20 3p y 59 temp. ("c) 

S i t t i n g  Ins igni f icant  

Walking slowly temperature 
Walking quickly ranges 

Shaded zone represents  radiant  exchanges with ins igni f icant  
e f f ec t s  on a person's thermal comfort level .  

Note: I f  c l o  0.5, subtract  20 kcal/hr from radiant  flux. 
I f  c l o  1.5, add 20 kca l lhr  t o  rad iant  flux. 



Figure 4.-Person's radiant exchange with shaded and unshaded 
ground surfaces on a clear warm day. 

Time of day, D.S.T. 

Figure 5.-Comparison of desirable and available radiant 
exchanges. 
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Design Notes: Spaces should he designed to minimize radiant heat gain t o  persons for 
either clear or cloudy days. 
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Figure 6.-Design guideline chart for clear 
cool days. 

Where the design elements are not sufficient 
t o  provide thermal comfort, the relative de- 
gree o f  discomfort is indicated below the ac- 
tivity/time o f  day category. 
I. If ground and vertical surfaces can be 

artificially warmed t o  40 and 50°C, re- 
spectively, a person seated near a wall in 
a space with a small sky view can receive 
enough radiant heat t o  feel only slightly 
cool. 

2. If a person has a large sky view, solar 
radiation should be maximized (seats fac- 
ing the sun and ground materials that are 
moderately reflective t o  the sun). 

3. Solar radiation available t o  the person 
should be maximized. Vertical surfaces 

should not be near the person unless they 
are heated. 

4. The best place on a street for a person t o  
walk would be away from vertical walls, 
but on the side o f  the street. A row of 
trees between the person and the build- 
ings can reduce the sky view. 

5. If the sky view is small, a person should be 
over a low reflective ground material. 

6. Hard, dense materials (not vegetation or 
wood) should be used for the ground sur- 
face. Heated ground and vertical sur- 
faces could provide enough radiant heat 
for thermal comfort. 

7. Ground surfaces may be shaded or un- 
shaded. Walls facing the sun should be 
shaded. A person will not be cooled by 
wind unless he has been perspiring. 
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Figure 7.-Design guideline chart for clear 
warm days. 

Where the design elements are not sufficient 
t o  provide thermal comfort, the relative de- 
gree o f  discomfort is indicated below the 
activity/time o f  day category. 
I. If direct sun is desired, a breeze is neces- 

sary and a reduced sky view is desirable. 
2. Unshaded vegetative ground surfaces and 

unshaded vertical surfaces are acceptable. 
If direct sun is desired, artificially cooled 
ground and vertical surfaces (for example, 
a water wall) with surface temperatures o f  
a t  most 17 and 15"C, res ectively, can 
provide enough radiant cooing P for a per- 
son to  feel only slightly warm. 

3. Unshaded vegetative ground surfaces are 
acceptable. Light shade from solar radia- 
tion can be comfortable if the space is 
breezy and the person i s  in light summer 
clothing. 

4. Artificially warmed ground and vertical 
surfaces can provide enough radiant heat 
t o  compensate for the cool air tempera- 
tures even under slightly breezy conditions. 

5. If direct sun is desired, a breeze and a 
larger sky view are necessary. Dense tree 
shade is comfortable unless the space is 
windy and a person is dressed in light 
summer clothing. 

6. Unshaded vegetative surfaces can be used. 
Persons in medium weight suit ensembles 
may be too warm despite these micro- 
climatic considerations. 

7. A person in medium-weight suit ensemble 
will be too warm. 

8. If the space is breezy, it is important t o  
minimize the sky view for  a person in light 
summer clothing. 

9. A i r  movement across a person will add 
heat t o  him unless he is wet with perspira- 
tion. 
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surfaces (for example, cooled water 
walls) for warm weather. Seated per- 
sons can be comfortable during noon 
hours a t  0°C in spaces that  provide the 
cool weather needs (fig. 6) plus ground 
and vertical surfaces of 40 and 50°C 
respectively. Spaces designed for warm- 
weather needs (fig. 7 )  can be fairly 
comfortable for seated persons a t  31°C 
if cooled ground and vertical surfaces of 
17 and 15OC respectively can be included. 

Limitations of the Design Guidelines 
These design guidelines should be ap- 

plicable to cities with latitudes and 
climatic conditions similar to Syracuse. 
They are  based on the thermal-comfort 
needs of the average healthy person who 
has equilibrated to the outside thermal 
environment. They do not take into ac- 
count the special thermal desires of 
particular groups of people ; for example, 
office workers coming from cool air- 
conditioned buildings seeking sunshine 
for warmth, or a tan  or perspiring con- 
struction workers in need of a cool 
breezy space. 

Outdoor spaces offering a variety of 
radiant environments may best satisfy 
a majority of the people. However, the 
radiant environments indicated in the 
design guidelines should be among the 
available options. 
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ABSTRACT. - A computer-based procedure for geographically 
identifying rating, and ranking topoclimatic characteristics is de- 
scribed. The influences of topography, land use, and soils are 
considered and combined into a single composite topoclimate 
developmental suitability map drawn by a Cal Comp plotter. By 
allocating development to the most suitable topoclimate areas, the 
long-term energy costs of maintaining human health and comfort 
could be minimized. 

THE GROWTH OF METROPOLI- 
TAN REGIONS in North America 

has not profited from the potential topo- 
climatic benefits offered by the natural 
landscape. With the increasing concern 
for  conservation of our energy re- 
sources, the long-term costs of ignoring 
the potential benefits of locating de- 
velopments, in the most suitable topo- 
climates becomes inexcusable. Basic 
principles of applied climatology should 
be integrated into the physical, social, 
and economic principles of landscape 
planning to increase human health and 
comfort a t  least cost. 

At the University of Massachusetts 
an  interdisciplinary planning research 
group, operating under the acronym 
METLAND (Metropolitan Landscape 
Planning Model), has been working on 
a system of integrated, computer-based 
landscape-assessment procedures (Fabos 
1973). 

The METLAND model is composed 
of three major assessment procedures, 
defined as  components. The first 

component identifies and evaluates spe- 
cial-value resources such as  prime agri- 
cultural lands. The second component 
identifies and evaluates hazards such 
as  high noise-pollution areas. Together, 
the special-value resource and hazard 
components identify and evaluate en- 
vironmental constraints to development. 
The third component is the develop- 
mental-suitability component, which 
strives to identify and evaluate those 
landscape parcels possessing positive in- 
trinsic attributes that  offer maximum 
benefits and least cost to the resident, 
community, and developer. 

Within the developmental-suitability 
component there a re  three variables 
which a r e  assessed. These a re  physical 
(slope, depth to bedrock, etc.) visual 
(land-use compatibility) and topocli- 
matic. By assessing the physical, visual, 
and topoclimatic attributes of the land- 
scape, the most intrinsically suitable 
areas for development may be identified, 
rated, and ranked. The purpose of this 
paper is to report on the initial pro- 



cedure and results of the topoclimate these objectives into landscape sub- 
developmental suitability variable of the variables which could be measured and 
METLAND model. used to interpret probable topoclimatic 

The goal of the topoclimatic assess- conditions within a region. 
ment research was to design and imple- - 

ment a procedure, using established 
principles of applied climatology, to  as- 
sess the topoclimatic suitability within 
a town or  region for various develop- 
ment and planning purposes. A review 
of current literature was made to clarify 
and define the characteristics of opti- 
mum topoclimatic areas that  would be 
most suitable for development. It was 
found that  the most suitable topocli- 
matic areas would support metropolitan 
growth that  minimizes long-term costs 
of maintenance over the short-term 
costs of development. Specifically, we 
should aim for long-range stability 
through low energy maintenance de- 
mands for artificial heating and cooling 
of the built environment (Knou~les  
1974). 

In  addition to energy savings, we 
should also strive for maximizing human 
comfort, safety and health by taking full 
advantage of natural topoclimatic 013- 
portunities and minimizing regional or 
mesoclimatic stresses (Mnther 1974). 

In  the terminology of Olgyay (1 963), 
the most important topoclimatic objec- 
tive for the New England region is to 
minimize underheated areas. Ey locat- 
ing development to maximize exposure 
to  winter solar receipts and to minimize 
the effects of winter winds, underheated 
areas can be avoided. Areas susceptible 
to overheating should also be avoided, 
although these are  less significant in the 
New England region. 

A final objective to be considered con- 
cerns fog, frost, and excessive moisture. 
Frequent fogs and high humidity en- 
hance the danger of moisture damage to 
building materials and paint. Critch- 
field (1966) reports that, where a i r  pol- 
lution is common, the chemical effects of 
moisture damage is much greater when 
associated with dirty fog particles. 

Our task required the translation of 

METHODOLOGY 

Selection of Subvariables 
Recorded climatic data for assessing 

towns of 10 to 40 square miles or re- 
gions of hundreds of square miles are  
scarce because the number of record- 
ing stations is limited. Consequently, 
variations in local topoclimate must be 
derived indirectly. Interpreting topo- 
climate from variations in topography 
(slope, orientation, elevation) has re- 
ceived considerable attention. The early 
works of Geiger (1965) and Olgyay 
(1963) provide much of the basis for in- 
terpreting local climatic conditions re- 
sulting from variations in topography. 

Another important influence on topo- 
climate is land use, reflecting various 
heat-capacity and heat-conductivity ca- 
pabilities. Nicholas (1 97l), Landsberg 
(1969), and Mitchell (1962) have re- 
ported on the temperature differences 
over different surfaces resulting in ur- 
ban heat islands. These are character- 
istic of most North American cities for 
a t  least part of the year. Even in the 
new town of ~o lumbia ,  Maryland, where 
efforts to  reduce the heat-island effect 
have been made, a measurable heat 
island has already been detected by 
Landsberg (1969). Surface temperature 
values measured from a helicopter, us- 
ing infrared instrumentation over Co- 
lumbia on a sunny morning, recorded 
differences of up to 8.5OC between for- 
ested and builtup areas. 

Together, the influence of topography 
and land use were thus recognized as 
major contributors to topoclimatic dif- 
ferences within our study area. The 
problem was to determine which specific 
subvariables of topography and land use 
had the greatest effect on overheating, 
underheating, and moisture. In  addi- 
tion, these subvariables had to be meas- 



urable from existing and easily available 
data sources. 

Topography.-The subvariables of 
topography having major effects on 
topoclimate are  slope, aspect, and eleva- 
tion with respect to sun and wind. The 
relative differences of sun and wind in 
turn have major impacts on overheating 
and underheating. 

Effects of topography on wind can be 
of an  active or  passive nature. For ex- 
ample, an active topographic influence 
results from differences of a i r  tempera- 
ture and pressure, which causes cool a i r  
to flow down slopes. This phenomenon is 
known as katabatic wind. Passive ef- 
fects of topography on wind are  demon- 
strated by the behavior of an airstream 
over or  around an  obstacle. 

In  New England, exposure to strong 
northerly winter winds increases con- 
vective cooling. By avoiding windward 
slopes, summits, and large unprotected 
open spaces, convective cooling can be 
minimized. Topographic features such 
as  low-lying or  basin areas surrounded 
by higher elevations should also be 
avoided because they induce drainage 
of cool air, which is a prime cause of 
frost and fog formation (Critchfield 
1966) .  

Topography has a major influence on 
the total solar radiation (insolation) 
that  a site receives. The amount of solar 
radiation received by a surface is de- 
termined by : (1) compass orientation, 
which determines the number of hours 
of sunshine received and the time of day 
when i t  is received; (2) the slope of the 
surface, which determines the amount 
of energy received per unit area;  (3)  
the shadowing effect of adjacent relief, 
which blocks out portions of direct sun- 
shine during the day; and (4) the rela- 
tive elevation of the surface above sea 
level, which reflects the reduction of 
atmospheric absorption of incoming 
radiation. 

Significant differences in solar radia- 
tion receipts resulting from topography 
have long been recognized, particularly 

in agriculture. Benefits from reduced 
heating costs to homeowners and in- 
dustry can be achieved by locating de- 
velopments where maximum amounts of 
solar radiation are  available during 
underheated periods (Olgyay 1963).  

Calculating the distribution of solar 
radiation has been accomplished by us- 
ing a computer program developed by 
Williams and others ( 1  972).  Data input 
requirements a re  a grid of elevations, 
the solar declination, latitude, trans- 
missivity, and day of the year. Direct, 
diffuse, and total global radiation can 
be calculated, as well as absorbed radia- 
tion if albedos are  specified a t  the grid 
points. A contour map is produced by 
using the Harvard SYMAP program or  
a similar contouring program that  geo- 
graphically locates the distribution of 
solar radiation. 

Moderating ef fects  o f  land use. - 
Grass, pavement, soil, or trees, differ 
widely in their ability to conduct and 
store heat. Forests and buildings also 
have significant effects on local winds. 
Some surfaces, such as forest canopies, 
tend to moderate topoclimatic stresses 
by minimizing extremes. Natural op- 
portunities to control extreme wind 
velocities and temperatures should be 
taken advantage of wherever possible. 

Recognition and use of moderating 
factors is included in our assessment by 
differentiating between various land 
uses. Forests or even a few rows of 
trees will greatly reduce wind speed. 
Based on 10 years of wind records a t  
a height of 4.6 m inside and outside a 
maple-beech-birch forest, the wind speed 
in the forest was less than 50 percent 
of the speed outside for 11 months of the 
year ( Z o n  1941).  In  fact the reduction 
of winds by 50 percent reduced residen- 
tial heating requirements by 30 percent. 
Critchfield (1966)  noted that  the major 
climatic effect of trees is roughly pro- 
portional to the density of the forest 
cover, but forest can modify the climate 
of adjacent areas as well. Generally i t  
is assumed that  the downwind zone of 



protection from winds offered by trees magnetic tape available from the USGS 
is equal to 20 times the height of the National Cartographic Center a t  Reston, 
tree barrier. Va. Land-use data may be obtained 

I n  the model, two categories of forest from interpreted aerial photographs and 
a re  identified to reflect their moderating soils data from detailed SCS soil maps. 
climatic effects: (1) forests with a 2. Source-map preparation. - The 
crown density greater than 80 percent second step is really a two-stage pro- 
and a height greater than 41 feet, and cedure. Once the data have been col- 
(2) forests with a crown density be- lected, they must be put into a mapped 
tween 30 and 80 percent and height be- format, which is then digitized and 
tween 20 and 41 feet. Although i t  was stored on magnetic tape. Using the 
recognized that  a greater differentiation COMLUP computer mapping system, as 
of forests into hardwood and softwood described by Ferris and Fabos (1974), 
categories would improve the accuracy and the assessment procedure presented 
of the assessment, we believed two for- here, a series of source maps are  then 
est categories were sufficient for  metro- produced. 
politan planning purposes. 3. Overlay procedure.-The third and 

Nonforested ' areas are  divided into final step produces a series of composite 
two other categories to reflect differ- overlay maps culminating in a ComPos- 
ences in their heat absorptivity and con- ite topoclimatic developmental-suitabil- 
ductivity: (1) densely urbanized areas  it^ map. Again, the computer is used 
with large amounts of paving, which in- to overlay the maps. 
crease the stress of overheating, and A procedural flow chart (fig. 1) ~ h o w s  
(2) remaining open lands believed to the assessrnent process from data ac- 
have little moderating or stress-increas- 
ing effects on topoclimate. 

Numerous other subvariables were 
investigated, but were not incorporated Figure I .-Topoclimate developmental suit- 

into our assessment chiefly because we ability assessment procedure. 

wanted to keep the procedure as simple 
as possible and still provide sufficiently 
accurate information to aid those mak- 
ing planning decisions. The influence of 
major water bodies and extreme differ- 
ences in elevation are  special instances 
where new subvariables would be re- 
quired. Other topoclimatic conditions, 
especially those relating to city climates 
and a i r  pollution, were not considered in 
the procedure. 

Procedural-framework 
Although space does not permit us to 

go into sufficient detail to explain the 
intricacies of the assessment procedure, 
we can provide a general overview. The 
procedure can be organized into three 
basic steps. 

1. Data collection.-Topographic data 
may be obtained manually from USGS 
topographic maps or  directly from 



quisition to the final topoclimate suit- 
ability assessment map. Preparation of 
each source map and the overlay pro- 
cedure will be briefly described next. 
Source-Map Preparation 

The topoclimate developmental-suit- 
ability-assessment map is generated 
from four source maps: (1) a topo- 
grahic map, (2) a land-use map, (3) a 
soils map, and (4) a solar-radiation 
receipt map. Source map information 
is digitized into computer manipulatable 
format so that  overlays or  composite 
assessments and evaluations can be 
made. 

The following discussion briefly out- 
lines the general procedures for prepar- 
ing each source map, using the town of 
Burlington, Massachusetts, for demon- 
stration purposes. 

Topographic source map. - Using 
topographic data from one of the pre- 
viously identified sources, we identified 
low-lying, relatively flat areas, summit 
areas, north-facing slopes, and remain- 
ing areas of south, west, and east slopes. 
These areas may be identified by inter- 
preting 10- or 20-foot contours or with 
computer assistance using a 200- or 500- 
foot grid network. Low-lying, rela- 
tively flat areas are given a lf rating 
because potential fog and frost condi- 
tions may exist in these areas. Summits 
a re  given a value of 1, because potential 
high wind conditions may be expected 
in these areas. North-facing slopes are  
given a value of 1, because this orienta- 
tion to winter winds is least suitable for 
comfort and heating in cold temperate 
climates. All other areas are assigned a 
rating of 2, which reflects their mini- 
mum influence on topoclimate; the 
higher ratings indicating the most de- 
sirable areas for development. 

Land-use source map.-Land use can 
have a significant effect on local topocli- 
mate. These differences a re  reflected in 
the following land-use aggregations. All 
urban/commercial/industrial uses are 
given a 1, value because of their poten- 
tial for overheating in summer. Forested 

areas are  recognized for their moderat- 
ing effect on climate in both winter and 
summer by assigning a value of 3 to 
those areas having a crown density be- 
tween 30 and 80 percent and a height 
of 21 to 41 feet. A value of 4 is given 
to forests with a crown density greater 
than 80 percent and height greater than 
41 feet. Remaining open space and crop 
and pasture lands are considered to have 
no significant moderating effect and are 
given a value of 2. 

Soils source map.-The tendency of 
moist soils to remain cooler during the 
day and warmer during the night is in- 
cluded in the assessment by giving moist 
soils (soils with moderate to slow per- 
colation) a value of 2 and dry soils 
(soils with excessive percolation) a 
value of lC1. Soils with a seasonally high 
water table or very poorly drained soils 
are  given a value of These wet soils, 
in combination with relatively low-lying 
and flat areas, are susceptible to fog and 
frost in relation to other areas. 

Solar radiation source map. - The 
radiation source map depicts the dis- 
tribution of global radiation for a given 
period and transmissivity over an area 
a t  a given latitude, the topography of 
which is specified. Areas of high, 
medium, and low global radiation are  
given values of 3, 2, and 1, respectively 
for winter since maximum radiation is 
needed a t  this time. For our study areas 
a maximum difference of 98 langleys per 
day between areas for 21 December 
were obtained, assuming a sunny day. 
This range was divided into three cate- 
gories of 0 to 30, 31 to 60, and 61 to 
98 to reflect the relative contribution 
of solar receipts during underheated 
periods. 

During the summer a minimum of 
solar radiation is needed. If desired, 
the high, medium, and low areas of sum- 
mer solar receipts can be given values 
of I,,., 2, and 3 respectively. 

In  some regions of little topographic 
variety, the difference in solar receipts 
is relatively insignificant (less than 30 



langleys per day). In other cases the 
differences in solar receipts a re  so large 
that  the solar-radiation values become 
the major contribution to topoclimate 
differences. 

Composite Overlay Preparation 
First, the topographic source map is 

overlaid with the soils source map. 
Areas possessing a high water table or 
poorly drained and low-lying and flat 
are  susceptible to fog and frost. 

The topographic and soils source map 
is next overlaid with the solar-radiation 
source map. Potentially overheated and 
underheated areas can now be identified. 
Overheated areas will be identified by 
combinations of maximum summer solar 
receipts and dry soils. Underheated 
areas will be areas of minimum winter 
solar receipts, dry soils, and exposure to 
cold winter winds along ridges and 
north-facing slopes. 

Finally the land-use source map is 
overlaid with the series to produce a 
final composite topoclimate suitability 
map. The land-use source map reflects 
the effect forests and heavily builtup 
areas have on topoclimate. The moderat- 
ing effect of a forest improves both a 
potentially overheated area as well as 
an  underheated area. Surfaces that  are  
paved and highly urbanized exacerbate 
the overheating problem : 

In summary, the following subvari- 
ables are  identified and rated : 

laid, the total range of values for an 
area with little topography is from 4 to 
9. This condition results when there is 
no significant effect of topography on 
solar receipts, and the entire study area 
receives a single value of 1. However, in 
an area with significant topography, the 
composite value range is from 4 to 11. 
Both value ranges are  divided into three 
suitability categories to reflect a hier- 
archy of suitability: (A) most suitable, 
(B)  marginally suitable, and (C) least 
suitable. 

For an area with little topography, 
the influences of land use (such as  for- 
ests) and of soils become dominant, re- 
sulting in the following suitability 
categories : 

8 to 9 - most suitable (A)  
6 to 7 - marginally suitable (B)  
4 to 5 - least suitable (C) 
For an area with significant topog- 

raphy (when the solar ratings are from 
1 to  3 ) ,  the suitability categories are :  

9 t o  11- (A)  
6 to 8 - (B) 
4 to 5 - (C) 
For the Burlington area (in 1971) 9 

percent of the area was given a rating 
of A, 52 percent a rating of B and 39 
percent a rating of C. Further work on 
identifying which suitability categories 
have been most intensively developed 
since 1952 is presently under way. 

RESULTS 
The composite topoclimate suitability 

Topographic Rating Land use Rating map (fig. 2) shows the distribution of 
North slope 1, Urban 1, 

2 
topoclimates in Burlington, Massachu- 

Summit 1, Open setts. Topoclimate differences in Bur- 
rural lington are minimal primarily because 

Low & flat If Forest 3 there is little topographic change within 
(thin) the town. Most of the topoclimate dif- 

E,W,S slopes 2 Forest 4 ferences result from the distribution of 
(dense) land-use types. Dense forest areas con- 

trast  sharply with the extensively 
Solar Rating Soils 
Low 

Rating built-up areas along Route 128. 
1 r Dry I d  

2 Wet 
In addition to mapped output, tabular 

Medium 1, 
High 3 2 

information on each parcel is also avail- 
Moist able. This information is extremely im- 

After all four maps have been over- portant because i t  provides an account- 



Figure 2.-ToPoclimate developmental suitability map, Burling- 
ton 1971. 

ing of the various values received by the 
parcel. For example, a developer has 
submitted a subdivision plan to Burling- 
ton in a C-rated area and wishes to 
know why the town fathers tell him 
that  the site is topoclimatically least 
suitable. The developer may then be 
shown a map and a print-out with the 
following information : 

Parcel No. Topo Land use 
18 1, 2 

Soils Solar Total Rating 
1, 1, 5 C 

From this information, both the town 
and the developer know that  the site is 
on a north-facing slope, in a rural open 
non-forested area with dry soils and a 



Figure 3.-Topographic cross-sections of Burlington and a 
portion of Franklin Co., Massachusetts. 

1 0 0 0 ~  ,1000 

minimum amount of solar radiation 
receipts in winter. Such information in- 
dicates increased heating costs and a 
reduced outdoor comfort season to the 
potential homeowners; increased costs 
to the town for winter road maintenance 
for sand, salt, and snow removal; and 
increased costs to the developer through 
a reduced construction season. 

The significance of topographic change 
to topoclimate can be seen between two 
areas in Massachusetts. The range in 
Burlington is from 135 langleys to 170 
langleys for the 21 December. For a 
portion of Franklin County the range is 
from 100 to 195 langleys under similiar 
conditions except for topography. A 
comparison of the topography of the two 
areas is shown in the topographic cross- 
sections (fig. 3 ) .  It is clear that  the 
greater range in solar radiation receipts 
in Franklin County is the result of the 
greater relief in that  area. 

ure wind speed and solar radiation is 
now being set up in Franklin County by 
the Department of Mechanical and 
Aerospace Engineering a t  the Univer- 
sity of Massachusetts. These data will be 
used to test the accuracy of the present 
procedure and to quantify potential cost 
savings among identified topoclimates. 

The information provided by the  pro- 
cedure will be useful to decision-makers 
who must make land-use-management 
decisions. Once areas that  minimize the 
long-term costs of maintenance and 
maximize the intrinsic capability of the 
landscape to provide health and comfort 
have been identified, planning decisions 
may then anticipate and reflect present 
and future costs prior to actual develop- 
ment. 
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MTROFOLITAN ACOUSTIC ENVIRONMENTS 
AND USE OF VEOETATiON IN NOISE CONTROL 

Range of Sound Levels 
in the Outdoor Environment 

by LEWIS S. GOODFRIEND, Lewis S. Goodfriend & Associates, 
7 Saddle Road, Cedar Knolls, N. J .  07927. 

ABSTRACT.-Current methods of measuring and rating noise in a 
metropolitan area are examined, including real-time spectrum 
analysis and sound-level integration, producing a single-number 
value representing the noise impact for each hour or each day. 
Methods of noise rating for metropolitan areas are reviewed, and 
the various measures from multidimensional rating methods such 
as the Composite Noise Rating are examined, along with the trend 
towards single-number rating schemes. The reliability of the 
various noise-measurement and evaluation methods is discussed in 
terms of planning needs. 

THE RANGE OF OUTDOOR NOISE 
levels is extremely large, ranging 

from the tranquil quiet of the wilder- 
ness to the noisy urban environment. 
Some people live within 15 feet of the 
right-of-way of major highways, where 
the outdoor noise levels may be above 
90 dB(A) .  Many suburban and sub- 
urban rural residents live along the 
right-of-way of major interstate high- 
ways and local freeways where even a t  
100 or  200 feet the sound levels ap- 
proach 90 dB (A) .  A f a r  larger number 
of people live in the rural, suburban, 
and urban areas more distant from the 
transportation systems. They are  ex- 
posed to what, for most of the residents 
within each area, are  noise environ- 
ments that  are  quite acceptable. Even 
here the sound levels range from below 
30 dB (A) to as high as 65 or 70 dB (A) .  

Some specific examples will show the 
nature of these noise exposures. In one 
remote rural farming community, the 
range of residual ambient sound levels 
across the entire acoustical frequency 
spectrum for a 24-hour period remained 

below 41 decibels (fig. 1 and fig. 2) .  In  
this same community, the intrusive or 
L,, A-weighted sound levels, the level be- 
low which 90 percent of all levels will 
occur, was only 43 decibels (fig. 3 ) .  

For the suburban rural environment, 
the residual ambient sound levels still 
have some indication of the flatness with 
frequency while the L,, sound levels as a 
function of frequency exhibit the spec- 
trum of vehicular traffic (fig. 4) .  

In the urban environment, both the 
residual (L,,) and the L,, levels as a 
function of frequency show the concave 
bulge in the midfrequency range charac- 
teristic of road traffic (fig. 5 ) .  

Even in the urban environment the 
top ten percent of the levels must be the 
ones considered intrusive. The intrus- 
ions show up with sound levels reach- 
ing peaks as high as 90 dB ( A ) .  How- 
ever, the duration is short for any given 
intrusion (fig. 6 ) .  

I t  is unfortunate that  these noises 
cannot be described in writing because 
much is lost in the inability to describe 
all the dimensions of a sound. How can 



Figure I.-Range of summer-day residual ambient noise levels 
in a rural farming community. 
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Figure 2.-Range of summer-night residual ambient noise levels 
in a rural farming community. 
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Figure 4.-Statistical distribution of summer-day noise levels 
in a suburban-rural community. 
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Figure 5.-Statistical distribution of summer-day noise levels 
in an urban community. 
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Figure 6.-Time history of the daytime noise levels in a typical urban environ- 
ment over an 18-minute period, 1 :4 1 to 1 :57 P.M. - 
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the pleasant rural summer evening with 
crickets and peepers producing sound 
levels in the 40 dB(A) range be com- 
pared to the much less acceptable sound 
of a nearby a i r  conditioner's air-cooled 
condenser, even though both spectra are  
rich in high frequency energy. Even 
more difficult to describe is the differ- 
ence in the qualities of sounds made by 
a large heat exchange cooling tower 
with its water spray and splashing 
sounds, and the sound of the surf. The 
acoustical spectra may be quite similar, 
but one is enjoyed and the other is sel- 
dom tolerated, even a t  sound levels 15 
to 20 decibels lower. Of course, one 
would not exepct to hear the sound of 
surf pounding the shore in an  urban 
apartment a t  any sound level. It actu- 
ally occurs a t  levels above 60 dB (A) in 
homes along the shore line in many 
beachfront communities. 

There are  many other groups of 
sounds having similar spectra and levels 
that  range from the totally unacceptable 
to the pleasurable. It is clear from much 
of the research on the effects of noise on 
man that  context and associative factors 
play major roles in the acceptability of 
sounds that  do not interfere with speech 
communications or sleep. However, as 
background for creative activity, some 
high-level noise environments a re  con- 
sidered satisfactory while low-sound- 
level environments containing informa- 
tion inimical to the listener are  distract- 
ing and annoying. 

Even in the residential context where 
routine family activity is all that  is 
going on, certain sounds a t  almost any 
level have undesirable connotations. A 
new industrial plant that  can just be 
heard, even though i t  is well below code 
requirements, would be acceptable in 
many communities with existing in- 
dustry. It may not be accepted in a com- 
munity if i t  were to move into an  in- 
dustrial zone that  has not been occupied 
previously. The lack of acceptance, even 
of low-level noise in this case, obviously 
has social connotations. 

RATING NOISE 
Can we somehow rate these noise en- 

vironments in terms of human accept- 
ability? A look a t  some of the methods 
tried will indicate the success. It has 
been common a t  various times during 
the past 40 years to characterize noise 
environments by both single-number 
values, such as  the widely used A- 
weighted sound level, and by the sound- 
pressure level in each octave band. 

The A-weighted sound level was one 
of the earliest tools used to rate city 
noise. However, in the late 1940s the 
octave band levels were considered nec- 
essary to correctly characterize any 
sound. By 1970, those working in en- 
vironmental noise were again almost 
exclusively attempting to use the A- 
weighted sound level for rating noise 
environments. Numerous schemes have 
been developed to measure the A- 
weighted sound level temporal statistics 
a t  one or more points in a community 
on a sampling statistics basis, and to use 
these statistics to define the noise cli- 
mate in some way. 

However, a close examination of the 
factors that  influence human response 
will show why most proposed single- 
number rating schemes will fail in all 
but the simplest case. When rating 
methods a re  required to define the ac- 
ceptability of an  environment for resi- 
dential use, be i t  one family houses, or 
apartments, or one or more large build- 
ings, they often fail to consider a few 
susceptible individuals or people who 
carry on creative tasks a t  home, such 
as  writers, composers, editors, and 
students. 

A look a t  some of the more widely 
used current methods of rating noise 
environments should show the nature 
of the problem and the reason why and 
how each particular scheme fails-and 
they do fail. 

Composite Noise Rating 
This first appeared in 1954 in the Air 

Force's Handbook of Acoustic Noise 



Figure 7.-Level rank curves for use in rating residential noise 
environments. The spectrum to be rated i s  drawn on the chart 
and the letter in the highest zone between the curves i s  as- 
signed as the level rank. The level rank is adjusted according to 

table I to obtain the Composite Noise Rating or CNR. 

OCTAVE BAND CENTER FREQUENCY Hz 

Control and was later revised in a paper 
by Stevens, Rosenblith, and Bolt (1955), 
and by Harris (1957). The basic idea 
is to compare the spectrum and levels of 
a noise with a set of octave hand con- 
tours labelled with lower case letters 
(fig. 7 ) .  The highest contour penetrated 
is called the level rank for the noise. The 
level rank is then changed one rank (the 
equivalent of a five-decibel step) for  
each of a series of adjustments related 
to season, time of day, ambient levels, 
duration, and character of the noise. 

The resulting adjusted level rank is 
given a capital letter designation called 
the Composite Noise Rating (CNR). 
Use of the curves (fig. 7) allows an 
estimate based on experience to be made 
of the nature of comn~unity response by 
comparing the CNR to a table or curve 
of predicted response (fig. 8). The 

method is quite good, although i t  is 
claimed by Bishop (1967) to be less 
sensitive than i t  might be because of 
the five-decibel steps used. However, i t  
has proved most effective where the cor- 
rect data are  supplied, particularly the 
duration of the intruding noises. Major 
drawbacks in using the CNR were the 
need for  octave band spectra a t  several 
places in the community, along with 
duration information. This method was 
later adapted for an  aviation noise re- 
sponse-prediction scheme jointly by the 
'military and FAA (1964) for a land-use 
planning evaluation scheme for  use 
around airports. 

Community Noise Equivalent Level 
This was developed by Wyle Labo- 

ratories (1971) for application to the 
airport noise monitoring problem. When 



Table I.-Correction numbers to be applied to noise level 
rank to yield Composite Noise Rating 

Influencing factor Correction number 

1. Background noise : 
Type of neighborhood : 

Very quiet suburban 
Suburban 
Residential urban 
Urban near industry 
Near  heavy industry 

2. Temporal and seasonal factors : 
a. Daytime only 

Nighttime 
b. Repetitiveness 

Source operates 20% of time 
in a n  8-hour period 

Source operates 10% of time 
in a n  8-hour period 

Source operates 2% of time 
in a n  8-hour period 

c. Winter 
Summer 

3. Character of the noise : 
a. Spectrum character : 

Continuous spectrum 
Pure tone 

b. Peak factor : 
Smooth time character 
Impulsive 

4. Previous exposure : 
None 
Some 

Figure 8.-The predicted response of a community uniformly exposed to noise 
levels plotted on the level rank curves and adjusted according to table I .  

KEsPoNsE 

Fl I LD 
CONF LA I NTS 



Figure 9.-The predicted res onse of a community may be obtained from the 
energy equivalent sound leve I' in three periods-day, evening and night-using 
the equation shown below the figure. The figure shows the predicted response 

after adjustment according to table I. 
COMMUNIT'I REACTION 

VIGORUOUS COMMUNITY 
ACTION 

SEVERAL THREATS OF 
LEGAL ACTION, OR 
STR9:JG APPEALS TO 
LOCAL 3FFICIALS TO 
STOP TJOISE 

WIDESP1EAD COMPLAINTS 
OR SINGLE THREAT OF 
LEGAL ACTION 

SPORADIC COMPLAINTS 

NO REACTION, ALTHOUGH 
NOISE IS GENERALLY 
NOTICEABLE 

Envelope of 90% 

DATA NORMALIZED TO: 
RESIDENTIAL URBAN 

RESIDUAL NOISE 
SOME PRIOR EXPOSURE 
WINDOWS PARTIALLY 

NO PURE TONE OR 
IMPULSES 

Where m, n, and Z are the number of intrusive 
noise level values for day, evening, and night- 
time sampling periods, respectively. 

examining the problem of using a single 
number to describe the noise in~pact  on 
a coinmunity from any kind of source, 
they found that  the CNEL could be 
used as the evaluator of the physical 
exposure of members of the community. 
The CNEL is essentially the average of 
the hourly energy averaged A-weighted 
sound levels in three periods ; day, even- 
ing, and night. This may be computed 
from the data by using the hourly L,, 
(fig. 9 ) .  

The CNEL is then adjusted in the 
same way that  the Composite Noise 
Rating was obtained and is normalized 
to the following conditions : 

Residential urban residual noise. 
a Some prior exposure. 

Windows partially open. 
No pure tones or  impulses. 

These data may then be compared to 
table or chart to evaluate the probable 
community response (fig. 9). 

IS0  Draft Recommendation No. 1996 
This suggests a method of measure- 

ment of noise, corrections to  the  meas- 
ured level, and a means of using this 
corrected or rating sound level, for com- 
parison with a community noise criter- 
ion ( I S 0  1970). The community noise 
criterion considers various environ- 
mental acceptability factors. 



The I S 0  draft recommends that noise 
should be measured by using a precision 
sound-level meter set a t  the A-weighting 
network and "fast" response. If the 
noise varies with time (as is the usual 
case for most nonindustrial environ- 
ments), the rating is based on the 
energy equivalent level, L,,. L,, is de- 
fined as the "energy mean" of the noise, 
and for sampled data may be repre- 
sented as a continuous, unvarying signal 
resulting in the same total energy each 
hour, or each day, as produced by the 
actual noise being measured. 

The I S 0  recommendation suggests 
adding values to L,, dependent upon the 
character of the noise and its duration, 
which results in a better estimate of the 
community's response to the noise. The 
resulting value is termed the "rating 
sound level", L,. 

The "rating sound level" might be 
considered the A-weighted sound level 
of a steady noise that  does not contain 
any tonal or  impulsive characteristics 
and produces the same community re- 
sponse. Hammering and riveting, i t  is 
suggested, a re  impulsive characteristics 
and require that  + 5  dB (A) be added to 
the rating sound level. 

Two other methods for rating noise 
have been widely used. These a re  the 
Effective Perceived Noise Level in 
EPNdB, and the Noise Pollution Level. 

Effective Perceived Noise Level 
This is an extension of the aircraft 

noise rating method based on the noisi- 
ness curves developed by Kryter (1959) 
and applied by him to a broader noise- 
evaluation technique. It is basically a 
duration adjusted perceived noise level. 
It requires the use of the octave band 

be converted into the perceived noise 
level in PNdB. Adjustment for duration 
and pure tone content are made, and the 
result is the Effective Perceived Level. 

Noise Pollution Level 

This appears, a t  first glance, to have 
the right balance of the factors of level 
and duration to provide useful measure 
of noise impact. It was developed by D. 
W. Robinson (1969) who carried out a 
thorough analysis of a number of noise- 
rating methods and proposed that  an- 
noyance was related both to the total 
distribution of energy through the day 
- i.e., the exposure of the individual to 
the noise - and to a factor governed by 
the variation of level. He defined the 
Noise Pollution Level NPL = L,, + 2.560 
where u is the standard deviation of the 
measured signal, assuming its distribu- 
tion of levels as gaussian. This appears 
to be handy and rank orders numerous 
environments reasonably well. 

However, the scale turns out to be 
somewhat compressed. Wyle Labora- 
tories (1971) found that  busy downtown 
areas had NPL values only slightly 
higher than suburban residential areas, 
judged by the public to be considerably 
less noisy. The strange result derives 
from the fact that  downtown, the stand- 
ard deviation iS rather small - i t  is con- 
tinuously noisy - although the L,, is 
high, but out in the suburbs L,, is low, 
but the standard deviation is high, as 
neighbors' cars and delivery vehicles 
come and go, and the sounds of children 
a t  play add to the range of U. Finally, 
since community noise is not gaussian, 
the standard deviation has little or no 
meaning here. 

spectra as input. The noise in question 
is evaluated on a band-by-band basis, Department of Housing and 

using curves or a chart of noy - for Urban Development Noise Criteria 
- 

noisiness - values for the level in each The United States Department of 
band. A summing scheme similar to that  Housing and Urban  ~ e v e l o ~ m e n t  
developed by S. S. Stevens (1961) in his (HUD) has set acceptability criteria for 
loudness computation method, yields a new housing. The external noise stand- 
summed noisiness value which may then ards are :  



Category 
Clearly 

acceptable 

Discretionary : 
normally 
acceptable 

Discretionary : 
normally 
unacceptable 

Clearly 
unacceptable 

Standard 
Does not exceed 45 
dB(A) more than 
30 minutes per 24 
hours. 

Does not exceed 65 
dB (A) more than 8 
hours per 24 hours. 

Exceeds 65 dB (A)  
8 hours per 24 
hours; loud repeti- 
tive sounds on-site. 

Exceeds 80 dB (A)  
60 minutes per 24 
hours ; 
Exceeds 75 dB (A) 
8 hours per 24 
hours. 

Environment 
The noise exposure is such that  both 
the indoor and outdoor environments 
are  pleasant. 

The noise exposure is great enough to 
be of some concern, but common 
building construction will make the 
indoor environment acceptable, even 
for sleeping quarters, and the outdoor 
environment will be reasonably pleas- 
ant  for recreation and play. 

The noise exposure is significantly 
more severe so that unusual and costly 
building constructions are  necessary 
to ensure some tranquility indoors, 
and barriers must be erected between 
the site and prominent noise sources 
to make the outdoor environment 
more tolerable. 

The noise exposure a t  the site is so 
severe that  the construction costs to 
make the indoor environment accept- 
able would be prohibitive and the 
outdoor environment would still be 
intolerable. 

Day-Night Level 
The L,, is equivalent to the L,,,, with 

a 10 dB weighting applied to the equiv- 
alent level during the nighttime hours. 
The Ldll is defined as follows: 

L,=L,, for the daytime hours 
(0700 to  2200) 

L,,=L,,, for the nighttime hours 
(2200 to 0700) 

The 10 decibel weighting was derived 
from several considerations : prior use 
of a nighttime weighting in other de- 
scriptors, and a normal difference in 
daytime and nighttime levels of 10 deci- 
bels. Descriptors such as CNR, NEF, 
NCNEL all use a weighting on the order 
of 10 decibels to adjust noise produced 
during the night to produce a more 
severe reaction on their response scales. 

The correction in these rating schemes, 
as well as L,,, is designed to protect per- 
sons from possible sleep interference. 

The assumption that  equivalent sound 
levels for daytime and nighttime usually 
differ may be a valid one for urban and 
suburban communities, but in a rural 
suburban or rural community, this is 
rarely the case. Sound levels in rural 
areas are  determined by distant events 
since local activity is low. Local activity 
causes the difference in daytime and 
nighttime levels, and an area lacking 
this activity will experience very little 
change from day to  night with perhaps 
an increase a t  night due to insects. It 
is in this case that the usefullness of 
L,,, as a descriptor of impact is limited. 
A noise source may operate solely dur- 
ing the day, a t  levels comparable to the 
daytime ambient of, say, 45 dB (A)  ; and 



a similar level a t  night of 45 dB (A)  
may be produced by insects, resulting in 
an Ldn of 55. However, the EPA litera- 
ture indicates that this level produces 
activity interference outdoors. Clearly 
the noise source is not causing the high 
La,, which indicates that care must be 
used whenever La, is used as a criterion. 

DISCUSSION 

Mathematical modelling techniques 
have proved useful in predicting the 
noise of a wide variety of projected 
facilities. Among the more widely used 
noise models are those for : 

Power-plant fans 

Cooling towers 

Air discharge and valve noise 

Highway traffic noise 

Railroad noise 

Aircraft 

These models and some specially de- 
signed proprietary models for power 
plants and construction sites may be 
combined with analytical techniques 
to produce large-scale environmental 
models. Many models have been de- 
veloped or modified for computer use. 
Others make use of nomographs, tables, 
and charts. 

There are many situations where 
monitoring cannot identify which of 
multiple noise sources is the major con- 
tributor. Also, where changes to in- 
dustrial plants are to be made or new 
transportation or industrial facilities 

are  to be built, mathematical modelling 
of acoustical properties is a useful and 
reliable predictive technique. 

We have shown that the range of out- 
door noise levels is great, ranging from 
less than 30 to more than 90 dB(A).  
The methods that are  close to actual 
field conditions for rating the accepta- 
bility of these various environments in- 
clude factors that account for the social 
and geographic situation as well as the 
spectrum duration and the level of noise. 
No rating system is completely success- 
ful in rating environmental noise be- 
cause i t  is difficult to characterize or 
quantify some of the factors that  in- 
fluence acceptability. 

The final rating of environmental 
noise is always its acceptance or re- 
jection by the community. 
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Outside and Inside Noise Exposure 
in Urban and Suburban Areas 

by DWIGHT E. BISHOP and MYLES A. SIMPSON, Bolt Beranek 
and Newman Inc., respectively at Canoga Park, Calif., and Ar- 
lington, Va. 

ABSTRACT.-In urban and suburban areas of the United States 
(away from major airports), the outdoor noise environment usually 
depends strongly on local vehicular traffic. By relating traffic 
flow to population density, a model of outdoor noise exposure has 
been developed for estimating the cumulative 24-hour noise ex- 
posure based upon the population density of the area. This noise 
model has been used to provide first-order estimates of noise 
exposure in urban areas of this country. The model also can be 
used to estimate the variation in noise levels in communities and 
to plan community noise surveys. Field measurements at 100 
locations throughout the country have shown good agreement with 
this model. 

THE OUTDOOR NOISE environment 
in urban and suburban areas in this 

country is due to many different noise 
sources of varying frequency content 
and temporal characteristics. Actual 
noise levels and noise exposures vary 
over a considerable dynamic range. 
However, because of the prevalence of 
similar major sources of noise, one can 
expect many similarities in noise ex- 
posure and in daily patterns of noise ex- 
posure throughout the country, These 
similarities suggest that  there should be 
good likelihood of developing useful 
models for predicting the noise envi- 
ronment for different neighborhoods 
throughout the country. 

Because of the well-identified and rel- 
atively well-studied impact of jet-air- 
craft noise and high density freeway 
traffic noise, rather detailed analytic 
models have been developed for predict- 
ing aircraft and highway noise. These 
models are  quite accurate for locations 
relatively close to the noise sources. 
Although aircraft operations and free- 
way traffic produce some of the noisiest 
outdoor environments found in this 
country, only a small proportion of the 
total population is exposed to these 
rather intense noise sources. The major- 

ity of the population is affected by noise 
from other sources. A means for defin- 
ing the noise exposure for  this large 
segment of the population that  does not 
depend upon detailed knowledge of 
source levels, operating conditions, or  
identification of specific noise sources is 
particularly useful for community and 
land-use planning. 

This paper discusses a simple model 
for estimating the noise exposure in 
urban and suburban areas not located 
near airports or  major freeways. The 
paper also discusses measurements made 
to confirm and verify this model and 
also provide additional information 
about typical urban outdoor and indoor 
noise environments. 

An emphasis on the outdoor noise en- 
vironment sometimes obscures the fact 
that  most of us spend much of our lives 
indoors, and that  actually, our noise ex- 
posure is not necessarily predicted well 
from knowledge of the outdoor noise 
levels alone. Thus, to provide some per- 
spective, this paper also presents a brief 
comparison of simultaneous indoor and 
outdoor measurements made in residen- 
tial areas. 

Before describing the noise model and 
measurements, we should first define the 



kind of noise measure that  we will use. 
All measurements will be reported in 
terms of the A-weighted noise level in 
decibels. This level incorporates a fre- 
quency weighting of the noise signal 
similar to that  of the human ear ;  i t  thus 
provides a reasonably good assessment 
of the noise in terms of people's subjec- 
tive response to noise. 

Because of the time-varying nature of 
the actual noise environment, the tempo- 
ral aspects of noise must also be con- 
sidered in selecting a useful scale for 
measuring the noise environment. Given 
modern acoustic instrumentation and 
digital computers, i t  is now easily pos- 
sible to develop detailed and exhaustive 
statistical descriptions of the noise 
measured over any desired time period, 
ranging from a few minutes to a few 
years. However, for many planning 
purposes, such detail is not needed nor 
desired. Thus, in this paper the noise 
environment will be described in terms 
of the A-weighted equivnlent level meas- 
ured over hourly periods or measured 
during the 24-hour day. 

For those not familar with the con- 
cept, the equivalent level is obtained by 
"energy" averaging the noise levels oc- 
curring over a stated period of time, an  
hour or  day, for example. The equiva- 
lent level is equal to the level of a con- 
tinuous noise source that would produce 
the same energy as contained in the 
actual fluctuating noise levels occurring 
over the same time period. Figure 1 

shows a graphic level recording of the 
actual noise levels measured over a short 
(14-minute) time. The equivalent level 
noted on the figure may be compared to 
the maximum level observed during the 
period and the "arithmetic" average 
level existing over the period. The equiv- 
alent level is much more influenced by 
the presence of short duration noise in- 
trusions than is the "mean" or "median" 
noise level. 

To describe the noise environment 
over a 24-hour day, the day-night aver- 
age level (L,,) measure will be used. 
The day-night average level extends the 
equivalent level concept to the entire 
24-hour period, but includes a weighting 
of 10 dB applied to the noise levels 
measured a t  night (taken as the period 
from 10 P.M. to 7 A.M.). This weight- 
ing is applied to reflect the greater 
sensitivity to noise in residential areas 
during the night. 

Other measures of the noise environ- 
ment are in more or less common use 
and are  described in the literature. For 
most con~munity noise environments, the 
correlation of one noise measure with 
another will generally be quite high. 
Thus, with the exception of neighbor- 
hoods exposed to discrete high-level 
noise intrusions (such as neighborhoods 
near jet airports), general conclusions 
based on day-night levels or hourly 
equivalent levels will hold for most other 
noise measures in common use. 

Figure I .-An example of noise-level fluctuations over a short time period. 
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BASIC MODEL ASSUMPTIONS 
The impetus for developing this noise 

model arose from the need of the 
United States Environmental Protection 
Agency to estimate the outdoor noise 
exposure for the entire urban and sub- 
urban area of the United States. Evi- 
dence from community noise surveys 
pointed out clearly that  surface trans- 
portation was the most important single 
contributor to the noise environment. 
Over a wide range of population den- 
sities and of total populations, the num- 
ber of automobiles per person is almost 
constant, as is the ratio of trucks in 
service to automobiles in service. Thus 
the use of vehicles is directly propor- 
tional to population density. If non- 
freeway traffic is considered, the average 
speed of motor vehicles in urban areas 
is essentially constant. Application of 
existing traffic noise models then sug- 
gests that  as a first-order estimate, the 
community noise level should be pro- 

portional to 10 times the logarithm of 
the population density of the community. 

This hypothesis was first tested 
against 30 examples of existing noise 
data. It was found that  the day-night 
sound level could be correlated with 10 
times the logarithm of the density per 
square mile with an  intercept of 32 dB 
for a population density of 10 people 
per square mile. 

NOISE SURVEY MEASUREMENTS 
AND ANALYSIS 

To obtain more substantiation of this 
model, a program was set up to measure 
noise a t  100 locations throughout the 
country. Selection of measurement sites 
was governed by consideration of the 
availability of census data, variations in 
population density, geographic spread of 
communities, and the need to select sites 
away from major highways and air- 
ports. Figure 2 shows the cities included 
in the noise survey; the number of sites 

Figure 2.-Cities included in the Community Noise Survey. 



measured in each city is also shown in 
the figure. 

The central city average density 
varied among the cities selected from a 
low of approximately 2,100 in Kansas 
City to a high of 26,300 in New York 
City. The field measurements were made 
in community areas having population 
densities ranging from slightly over 
1,000 per square mile to approximately 
90,000 people per square mile. 

Measurement sites were restricted to 

areas not closer than approximately 
1,000 feet from major highways and 
where the estimated noise exposure to 
aircraft noise was less than an Ldn value 
of 70 dB. At each site, the microphone 
was located 1.8 meters from the building 
facade. The microphone was typically 
located 1.5 meters above the ground for 
single-story residences. For multi-story 
residences, the microphone was placed 
a t  an elevation comparable to occupant 
height. 

Figure 3-4.-Samples 
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A-weighted noise levels were moni- 
tored continuously for a full 24-hour 
period a t  each site, using portable un- 
manned monitoring systems we had de- 
veloped. These systems sampled the 
noise environment a t  a rate of 8 times 
per second. For each sample, the noise 
signal was A-weighted, converted to a 
decibel format, and distributed into 1 
of 64 bins, each 1.25 dB wide spanning 
a sound level range from 30 to 110 dB. 
Once each hour, the contents of the 64 
bins as  well as the time of day were 
recorded on a digital tape. 

The data tapes were later processed 

by computer to yield various noise-level 
statistics and measures for each hour as  
well as for daytime and nighttime 
periods. Figures 3 and 4 show a sample 
output listing for one of the sites. Var- 
ious statistics describing the cumulative 
distribution of noise levels occuring for 
each hour and for the daytime and 
nighttime periods a re  tabulated. Also 
tabulated are  the maximum and mini- 
mum noise levels, as well as other noise 
measures, including the equivalent level 
and the day-night level. Cumulative 
distribution curves of the daytime and 
nighttime noise levels a re  also plotted. 
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The day-night levels observed over 
the 100 sites range from approximately 
50 to 75 dB. Figure 5 shows the meas- 
ured day-night levels plotted vs. the 
logarithm of the population density. The 
computed least squares regression line 
yields an  equation showing that  Ldn is 
equal to 9 times the logarithm of the 
population density plus 26 dB. The re- 
gression line has a correlation coef- 
ficient of 0.72 and a standard error of 
the estimate of about 4 dB. 

If we assume that the noise level 
varies with 10 times the logarithm of 
the population density, the model indi- 
cates an intercept of 32 for a population 
density of 10. A t  the 5-percent level of 
significance, this regression line with a 
slope of 10 is statistically insignificant 
from the least square regression line. 
Thus, the equation showing Ldn equal 
to  10 log population density plus 22 pro- 
vides a useful first-order estimate of 
outdoor levels in urban residential areas 
in this country. 

Figure 5.-Correlation of day-night levels with population density. 
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MODEL APPLICATIONS 
If one assumes that  a t  each level of 

population density, the L,,, values are  
normally distributed about the average 
level (given by the model equation) 
with a standard deviation of the same 
order as the standard error of the re- 
gression line (4  dB) ,  one can then esti- 
mate the noise exposure for the country, 
given the population density distribu- 
tion of the urban population in the 
United States. This was done, using 
population-density information for cen- 
sus tracts, obtained from the 1970 cen- 
sus. Some results are given in table I 
(more detailed results are  given in 
Galloway 1973). 

Table I .-Estimated community noise expos- 
ure in the United States* 

L,,, in dB Number of people exposed 
to specified L,, or greater 

Millions 

*Excluding freeway and airport noise. 

This analysis indicates that  more than 
90 million people live in areas with day- 
night levels in excess of 55 dB, and 1.3 
million people live in areas with day- 
night levels in excess of 75 dB. 

The population-density model also 
provides a basis for estimating the vari- 
ation of noise levels throughout a com- 
munity and as  a basis for planning 
detailed community noise surveys. In 
this approach, noise levels derived from 
estimates of the population density can 
be viewed as setting a "plateau" noise 
level for community areas that  are  not 
located near strong localized noise 
sources. Then, to this plateau, one can 
add the "ridges" and "mountains" con- 
tributed by the noise of strong sources 

(major highways, railroads, and in- 
dustrial noise sources as well as air- 
craft) .  

Figure 6 shows this application to a 
hypothetical community area. The com- 
munity area of interest is bordered by 
two major roadways and is intersected 
by a railroad. The lower portion of the 
figure shows an  estimate of the noise 
levels throughout Section AA. The 
plateau noise level given by the popula- 
tion density is shown as is the contribu- 
tion by the surface traffic sources. This 
profile may be used to provide first- 
order estimates of the differing noise 
exposure through the cross-section. It 
also provides a basis for initially locat- 
ing noise-measurement positions for a 
detailed field-noise survey. 

DAILY NOISE-LEVEL TIME PATTERNS 
The information collected a t  the 100 

sites throughout the country provided 
much information in addition to the 24- 
hour Ldn data. The data, for example, 
provide some insight into the typical 
variations in noise levels during dif- 
ferent times of the day. Figure 7 shows 
the composite daily noise pattern where 
the average equivalent level for each 
hour of the day (across the 100 sites) 
is plotted as a function of time of day. 
At each site, the hourly values have been 
referenced to the day-night level for 
that site. Thus, the figure shows the 
difference between the 24-hour day- 
night average level and the equivalent 
level for each hour of the day. 

Since the difference between the 
equivalent level a t  any one hour and the 
day-night level generally differs from 
site to site, one can obtain a measure 
of a variability in relative noise levels 
with time of day by computing the 
standard deviation for those differences 
for each hour of the day. This informa- 
tion may be useful, for example, in de- 
termining the best time of day in which 
to take measurements, i.e. in determin- 
ing which hourly measures would pro- 
vide the most reliable estimates of the 



Figure 6.-Using the population density model to predict noise-level variations 
in a community area. 
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Figure 7.-Average hourly time patterns of noise levels ( 100-site survey). 

24-hour noise exposure. For the data 
shown in figure 7, the standard devia- 
tions of the hourly averages range from 
about 4 dB in the early morning hours, 
generally decreasing through the day 
to about 2.5 dB in the late evening. 

One can examine these daily patterns 
for sites having different population 
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densities to check if there are differ- 
ences in patterns for areas having 
greatly different densities. Some can be 
anticipated, since the daily traffic flow 
patterns may differ between high and 
low density urban areas. As an example, 
figure 8 shows the variation in hourly 
noise levels for sites with: (a)  popula- 
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Figure 8.-Hourly time patterns of noise levels for sites of widely different 
population density. 
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tion densities of 4,000 persons per density sites the range in noise levels 
square mile or less ; and (b) population from minimum nighttime levels to maxi- 
densities of 40,000 people per square mum daytime levels is greater-ap- 
mile or  greater. proximately 13 dB compared to 10 dB 

Several interesting trends can be for the higher density areas. This con- 
noted in the comparison. For the lower firms earlier measurements showing 



smaller variations in levels for areas ex- 
posed to heavier volumes of daily traffic 
(Bishop and Simpson 1973). 

Another interesting finding is that, in 
the high-density areas, the noise levels 
show less variation during the day, with 
levels reaching a maximum early in the 
morning and decreasing slightly during 
the day. In the low-density neighbor- 
hoods, more typical of suburban resi- 
dential areas, the pattern shows a general 
rise in the noise levels during the day, 
with a maximum occurring between the 
hours of 5 and 9 P.M. 

COMPARISON OF INSIDE 
AND OUTSIDE NOISE LEVELS 

Thus f a r  we have concentrated on 
descriptions of the outdoor noise envi- 
ronment; but most of our time is spent 
inside buildings, and the noise environ- 
ment inside a building can bear little 
relationship to the environment meas- 
ured outdoors. Thus, i t  is important to 
have some knowledge of the correlation 
of inside and outside noise environ- 
ments. Sometimes too much importance 
may be placed on the control of exterior 
noise if one neglects the noise that  is 
generated by people activity inside a 
building and the noise resulting from 
use of appliances, tools, radios, and tele- 

visions. Of course, we must remember 
that much of the noise generated inside 
a building may be wanted noise and even 
essential. In contrast, most noise in- 
trusions from the outside are  generally 
undesired. 

Typically, in moderately quiet neigh- 
borhoods, we would expect the indoor 
noise environment to be controlled pri- 
marily by internally generated noise 
sources. It is only in relatively noisy 
outdoor environments that  the noise 
leaking in from the outside contributes 
measurably to the indoor noise environ- 
ment. There are  extremely wide varia- 
tions in the noise patterns found in 
different rooms of a building, depending, 
obviously, on the degree and kinds of 
activities. 

Figure 9 shows the inside and outside 
measurements made in two different 
living rooms. The patterns here show 
some fairly predictable patterns. In both 
living rooms, the noise levels during late 
night hours (from midnight until about 
6 or  7 in the morning) fall well below 
the outdoor noise levels. It is during this 
night period that  exterior noise events 
most noticeably influence the indoor 
noise patterns. During the day, both in- 
door and outdoor noise levels increase, 
with a marked increase of indoor noise 

Figure 9.-Comparison of indoor and outdoor noise levels at two residential sites. 
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to a maximum during the evening hours 
when the living room is either occupied 
or activities a re  occurring in adjacent 
areas of the house. 

SUMMARY 
Field noise measurements consisting 

of sets of 24-hour measurements made 
a t  100 residential sites scattered across 
the country confirm a simple model for 
estimating the community noise envi- 
ronment based on knowledge of the site 
population density. This model has been 
used to provide a first-order estimate of 
the noise exposure in urban areas of this 
country. The model also can be used in 
estimating the variation in noise levels 
in community areas and in planning de- 
tailed community noise surveys. Data 

obtained from the 100-site field study 
have also yielded considerable informa- 
tion on the time pattern of noise levels 
occurring during the 24-hour day. Si- 
multaneous inside and outside measure- 
ments in residences confirm the general 
lack of correlation between inside and 
outside noise levels, which result from 
the noise generated by people's indoor 
activities. 
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Study of Traffic Noise bevels 
at Various Heights of a 39-Story Building 

by NORMAN L. MEYERSON, vice president, Bstergaard Associates, 
Caldwell, N .  J .  

ABSTRACT.-Comparative measurements of exterior noise levels 
made at floors 3, 14, 26, and 37 of a high-rise apartment tower, 
when presented as a statistical distribution of percent exceedance 
vs. decibels, show el~e nature of the influence of local traffic at the 
low floors compared to the influence of an area source at the high 
f~oors. The open wjxldow penalty to interior noise levels was 
measured as well as the side street noise propagation along the 
building from avenue vehicular traffic sources alone. 

POSURE limits on new urban multi- 
unit living quarters as a prerequisik to 
acceptability for governsnent finaalcial 
assistance has encouraged attention to 
this matter early in the design stage, 
The 17, S. Dej~artment of H o ~ ~ s i n g  and 
Urban Develo-pme~~t (RUD) criteria 
tend to discorrrage the construction oP 
new dwelling t~niks, includislg the re- 
krabilitzltion of older dwellings, by with- 
holding HUD financial assistance if 
there are, or a re  projected to be, unac- 
cepiable interior on. exterior noise 
exposures. 

HTJD Circ-tlfar 1390.2 specifies ex- 
posure standards in t e r n ~ s  of categories 
termed broadly a s ;  "Unacceptable", 
""Discretionary", and ""Acceptable" as 
measured a t  apysroyriale locations along, 
and heights above, site boundaries. Irr 
New York City, local interpr~tation has 
extended tlie locations to the facades of 
the projected or existing buildings be- 
cause most buildings do in fact s tar t  a t  
$lie site line or very close to it, The ex- 
ternal noise standards are fundamental, 
to realizing an acceptable level of noise 
in the occupied or dwelling areas of the 
building, with specific emphasis on 
sleeping quarters. Pcrformnnce stand- 
ards l in~it ing interior noise exposures as 
stipulated in Circular 13902 are predi- 
cated on "open windows ernless other 
provision is made for adequate ventila- 
tion", 

'$he sponsors of iligh-density housing, 
sucl? as high-rise aparkmen"cbui_idings, 
a re  ser~sitive to the need to introduce 
measures to cornbat noise intrusion. 
This is l?articular'ly so because signifi- 
cant economies are realized when i t c a n  
be established that, for a particular de- 
sign, a majority of "ce living units 
meet t l i ~  noise requirements witliout re- 
sortirig to  costly acoustic rmleasures in- 
.erolving shifts in window esrpostares, 
insertion of high transmission loss wimn- 
dow assemblies, installation of room or 
centralized cox-rzfort condi"coning, etc, 
Just  such a consideration precipitated 
the request for asa evaluation of traffic 
noise exposeare a t  various elevations on 
tlae aveniue side of a 39-floor high-rise 
tower (figs. 1 and 2) axad along the 
avenue side o f  a Ranking L-section wing 
lla-\ling 7 floors (figs* 3 and 4). The 
buildirtg is le)cated in n~idtown ManXlat- 
tan, fronting on a nnoderately nxsed 
north-sorxtll avenue and between Sightly 
used cross streets. 

Before coals"crrtction of the building, 
measuremexlts a t  the site revealed that  
the extertaal noise exposure a t  the 
avenue side of the tower and a t  the 
elevation of the projected lowest resi- 
dential floor was 66"Discretio~~ary-No~g- 
rnally ISrmaceeptabZe" (fig* 5) since the 
distributioti curve passed to the right of 
the stipulated transition point (X in fig. 
5) between being normally umlacceptable 
and n o ~ ~ ~ n a l l y  acceptable. This was 



Figure I.--The 39-floor high-risetower studied Figure 2.-The entrance and lower levels of 
in New Yorb is provided with room eir- the tower sfruct~re, 
conditioner openings in the avenue exposure 
side of the building. 

Figure 3.-The avenue side of the seven-floor Figure L%*---A side-street view of the seven- 
&-section wing adjacent to  +he tower structure. floor &-section wing. 



Figure 5.-Statistical exceedance distribution of recorded noise levels over a 
period of 24 hours at the building site before construction. Traffic in the area 
at the time of the tests was determined t o  be mid-week normal with no local 
street closures or disruptions. HUD Circular 1390.2 exterior criteria has been 
superimposed. Measurements were taken at the lowest projected bedroom 
elevation and at the building line. 
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based on a 24-hour midweek measure- 
ment showing the exterior noise level 
to exceed 65 dBA for more than 8 hours. 
Subsequent to this reporting, the build- 
ing was erected and a repeat test was 
requested. Because of several important 
deterrents, the 24-hour test could not be 
repeated with any degree of reliability. 
Closing of a hazardous nearby highway 
caused a redistribution of avenue traf- 

fic, and construction activity on nearby 
streets prompted this decision. 

Accepting the premise that  the nor- 
mally unacceptable but discretionary ex- 
posure prevailed, and that  measures 
n ~ u s t  be taken to assure maintaining in- 
terior levels within criteria, a study was 
sponsored to determine the height a t  
which the external noise standards 
would meet the discretionary but nor- 



mally acceptable criteria. All apart- 
ments below this level would then be 
considered for mitigating measures by 
architectural and mechanical modifica- 
tion. 

For exterior measurements a t  all se- 
lected locations, windscreen-fitted micro- 
phones attached to booms were ex- 
tended out from the  building facade to 
a distance of 1 meter and oriented for  
random incidence. Simultaneous A- 
weight recordings were made on tape 
recorders a t  several levels of the  build- 
ing tower; floors 3, 14, 26, and 37 were 

selected for approximate equidistance. 
Since the readings were directly com- 
parable, the level of traffic flow was es- 
sentially immaterial ; however, to obtain 
a range of noise levels, testing was 
started early enough to include rush- 
hour traffic. 

Graphic record comparisons were pos- 
sible for  recordings taken on the 3rd 
and 14th floors, but the smoother noise 
variations observed a t  the 26th and 37th 
floors made statistical analysis manda- 
tory. Accordingly, analysis samplings of 
the simultaneously recorded data were 

Figure 6.-Statistical exceedance distribution of simultaneously recorded noise 
levels over a 3-hour sampling period for four tower elevations. 
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Figure 7.-Interpolation between exceedance curves for the tower floors estab- 
lishes the approximate floor just meeting the Discretionary-Normally Acceptable 
criteria. 

NOISE LEVEL, dB(A)  

taken every half-second of the record- 
ing period and accumulated in 5-dB 
steps (pentads). The results, normalized 
to remove minor variations (fig. 6 ) ,  
showed a distinct convergence of the 
exceedance curves. For the 37th floor, 
the curve indicated a relatively uniform 
noise level approaching an  L,,, A-weight, 
residual value of approximately 61 dBA. 
At  floor 3, the full impact of local 
avenue traffic was experienced, with 
wider excursions of noise level. The 

intermediate floors, 14 and 26, indicated 
a relatively lower influence of immedi- 
ately local traffic noise. 

Transposition of the elevation adjust- 
ment to the original normal traffic noise 
base permitted an  interpolation approxi- 
mating the tower floor that  would have 
an exceedance curve (fig. 7) to the right 
of the discretionary transition point. 
This was computed to be floor 11. Miti- 
gating measures were indicated as 
recommended for residential floors 2 



through 11 on the avenue side of the 
tower and all six residential floors of 
the avenue side of the building wing. 

Sutherland (1975) has reported a re- 
corded A-weight residual level ranging 
from 69 dBA to 73 dBA from ground 
level to 20 floors above ground level a t  
another high-rise apartment site in New 
York City. For the particular study 
made by Sutherland, his L,, residual 
levels were materially higher than those 
recorded during this investigation since 
the nature of the local and distributed 
sources of noise were different. How- 
ever, a similar flat L,, relationship was 
found when the L9, A-weight levels were 
plotted as a function of the various floor 
heights above ground. 

An additional series of tests were per- 
formed a t  each of the test floors. A bed- 
room window on each test floor was 
opened so that  the open area was 5 per- 
cent of the floor area of the room, es- 

sentially complying with the New York 
City building code minimum require- 
ment for adequate ventilation. Micro- 
phones were set up in the center of the 
rooms and directly outside on the 1- 
meter booms. In  each case, when the 
window was open, the room level was 
12 dBA greater than when i t  was shut. 
The windows were conventional Alwin- 
seal double hung sash with DSB (%- 
inch) glass. 

On the side street, along the L-wing of 
the building, the effect of avenue noise 
was determined by locating microphones 
exterior to rooms e, f ,  and g (fig. 8) 
located on the 5th floor of the wing. 
Simultaneous recordings were made 
only during intervals when no traffic 
moved on the side street and with active 
traffic motion on the avenue. The noise 
level distribution a t  the test locations 
in terms of statistically accumulated 
pentad samples (fig. 9) shows a con- 

Figure 8.-Section view through tower and L-wing showing apartment and room 
locations and the designation of measurement rooms (a, b, c, d, e, f, g). 
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Figure 9.-Statistical exceedance distribution of recorded exterior noise levels 
along the street side of the L-wing at three widely separated locations. Noise i s  
primarily from avenue traffic, with no moving traffic on fronting street. 

NOISE LEVEL I N  d B ( A )  

3 

- 

verging pattern, the remote location ex- LITERATURE REFERENCE 
hibiting the lowest and smoothest Sutherland, Louis C. 
characteristic. 1975. AMBIENT NOISE LEVEL ABOVE PLANE 

WITH CONTINUOUS DISTRIBUTION O F  RANDOM 
Much work remains to define in depth SOURCES. J. Acoust. SOC. Am. 57 (6, part 

the effect of vehicular traffic noise on 11) : 1540-1542. 

high-rise structures with respect to local 
and distributed sources as an aid for 
planning and architectural design. 

- 

- 

- 
FLOOR 5 ROOM e 

EXTERIOR 

\ 
FLOOR 5 ROOM f \ 
-' EXTERIOR 

- 

- 

- 
EXTERIOR 

- 

- 
I I 

----- 

- 



Community Noise Monitoring Program 

by ARNOLD G .  KONHEIM, Office of Noise Abatement and Control, 
U. S. Environmental Protection Agency, Washington, D. C. 

ABSTRACT.-There are numerous questions in regard to methods, 
instrumentation, and human and agency resources for community 
noise monitoring. The U. S. Environmental Protection Agency is 
currently in the process of seeking answers to these questions 
through research within the agency and by cooperation with other 
organizations, including the Department of Defense and the Na- 
tional Bureau of Standards. EPA hopes to have an acceptable 
protocol for community noise monitoring by July 1977, but there 
will still exist a long-term requirement for developing more mean- 
ingful and efficient techniques. 

who preceded me, one might infer 
that  environmental noise monitoring is 
such a well-explored field that  its chal- 
lenges lie only within deep acoustic 
crevices. I am sure that  they would be 
the first to admit that  this is not the 
case. 

At  EPA, we are  asking some basic 
questions concerning noise monitoring, 
and i t  is to this phase of our activity 
that  my remarks are  addressed. It is 
hoped that  the considerations raised 
here will contribute to this conference in 
the following manner : 

1. By familiarizing you with the prob- 
lems of community noise-monitoring. 

2. By encouraging greater participation 
in the search for solutions to these 
problems. 

3. Establish standard methods to as- 
sure quality assurance in the area of 
data collection and processing. 

4. Provide technical assistance to state 
and local governments in the charac- 
terization of their environments. 

5. Collect noise data to support EPA's 
standards and regulatory activities. 
To meet these needs we are  in the 

process of developing a protocol to an- 
swer three basic questions : 
1. How shall we monitor (i.e., what is 

our methodology) ? 
2. What a re  our instrumentation re- 

quirements ? 
3. What are  our resource requirements? 

We are  committed to seeking answers 
to all three questions. However, as this 
program is only in its initial stages, 
emphasis has been placed on solving the 
first two questions. 

WHY MONITOR? 

E P A  is currently in the midst of de- 
APPROACH 

veloping an environmental noise-mon- One can categorize monitoring in sev- 

itoring and assessment program to era1 ways. A first breakdown might be 

satisfy the following needs : to separate an  assessment based upon 
the physical collection of data from that  

1. Develop an environmental noise base- based upon a social or attitudinal ap- 
line to asses future trends. proach. Monitoring can also be looked 

2. Identify populations a t  risk in terms a t  in terms of focus. Are we seeking 
of public health and welfare from to obtain an  integrated community 
the standpoint of exposure to noise measurement, merely examine specific 
sources and mixes. sources, or  determine the exposure ex- 



perienced by persons of different life- 
style's throughout their daily activities? 

Based upon the above, i t  appears that  
one can investigate six combinations of 
monitoring approaches; in fact, these 
reduce to three. All of the social techni- 
ques a re  based upon interviews with 
community residents : only the questions 
vary. Physical personal monitoring is 
effected by instrumenting an  individual 
with a personal noise-exposure meter 
or dosimeter which he wears for  a par- 
ticular period. The other physical tech- 
niques, i.e. integrated community and 
source specific, consist of instrumenting 
the community. While we are  approach- 
ing monitoring from all of these direc- 
tions, I will direct my remarks only to 
the physical integrated community and 
physical source-specific measurements. 

SPECIFIC AREAS 
OF INVESTIGATION 

1. By what techniques shall we sample 
(deterministic, stratified) ? 

2. What criteria shall be used for site 
selection? 

3. How many sites must be selected for 
a particular criterion? 

4. What are the effects of sampling a t  
various heights ? 
In  noise-source identification, what 

are  the problems attendant to and the 
advantages of identifying sources 
through human observers, through 
microsampling, and through signal pro- 
cessing? What are  the important out- 
put parameters (L,,, Ldn) ? How do we 
relate indoor to outdoor measurements? 

Another methodological area of con- 
cern is the processing and assessment 
of data. Just  where is data to be pro- 
cessed and by what means? How can 
the data best be assessed to accomplish 
our program objectives, and how can i t  
best be presented so that  i t  is most 

The first area of investigation is the meaningful to those people who must 
methodology for data collection. We are make decisions? 
seeking to find solutions to the following Our concerns with instrumentation 
questions : are  both systems- and component-ori- 

1. How shall we temporally sample? 

2. How shall we spatially sample? 

3. To what extent and in what way is 
noise source identification important? 

4. What must our monitoring system 
performance characteristics be? 

5. To what extent do indoor and out- 
door measurements correlate? 

As part of a trend evidenced by in- 
strumentation in general, noise-monitor- 
ing systems process data through a 
digital processing network. Digitization 
implies a sampling rate. Thus, our first 
concern, within the temporal domain, is 
determining a minimum sampling rate, 
for example 100 samples/s, 1 sample/s, 
or  0.1 sample/s. Looking a t  longer time 
periods, what should be our minimum 
daily sample (1 hour/day) ? How do we 
treat cyclic and seasonal patterns? 

Within the spatial domain, areas of 
concern a re  as  follows ; 

ented. With regards to the  system, we 
a re  concerned with both its technical 
capabilities and its ability to perform 
under field conditions. Thus, we are  
concerned with such factors as security, 
weather, ability to withstand vibration, 
and operating a t  long periods of time 
without inspections. We a re  also con- 
cerned with components. What micro- 
phone system is suitable for use a t  long 
periods of time in the outdoor environ- 
ment? What kind of windscreen shall 
be used with this? How can tape mech- 
anisms and computers function in the 
outdoor environment? 

We are  concerned with obtaining non- 
acoustic as well as acoustic information. 
Nonacoustic data which may be useful 
a re  windspeed, temperature, humidity, 
source to microphone distances, and 
speeds of transportation sources. Al- 
though most monitoring approaches col- 
lect and perhaps even partially process 
information a t  the site, i t  is possible to  



telemeter the information back to a 
central location. Is telemetry a viable 
approach; and if so, to what extent 
is i t  useful? 

IMPLEMENTATION 
Our basic philosophy in answering 

some of the questions that have been 
raised today has been to consider each 
of the areas separately with the in- 
tention of integrating these as we find 
solutions applicable to the various areas. 
To the maximum extent possible, we 
have limited our own research by ap- 
plying the results gathered by other in- 
vestigators. Using EPA regional and 
headquarters resources, we have field- 
tested methodologies and instrumenta- 
tion systems while collecting data 
valuable to our agency as well as local 
communities. Our community monitor- 
ing has included cities ranging in size 
from Morgantown, W. Va, to New York 
City. In the area of monitoring source- 
specific areas, we investigated the noise 
associated with railroad yards and along 
rights-of-way. Presently, we are  plan- 
ning a construction-site monitoring pro- 
gram in which we will study all types 
and phases of construction activity. 

Now let us review some of our ap- 
proaches to obtaining solutions to these 
problem areas. 

Most of the temporal analysis has 
been accomplished or is being accomp- 
lished through the multiple processing 
of analog tapes. In October 1974, utiliz- 
ing our regional resources, we collected 
over 1,800 hours of digital data during 
the previously mentioned railroad 
monitoring. In addition, we gathered 
approximately 20 hours of analog re- 
cordings. We are now processing a 
selected group of these analog tapes to 
help us arrive a t  a proper temporal 
sampling plan. First, we are interested 
in determining the effect of various re- 
sponse times on sampling accuracy. 
Second, we are investigating the ac- 
curacy in deriving selected hourly sta- 
tistics (for example, Leg, L,) for a range 

of sampling rates for 45-minute tape 
segments. Starting with the highest 
sampling rate (approximately 20 Hz), 
the rate will be lowered until the levels 
differ from the original baseline rate of 
approximately 5 dB. In order to deter- 
mine the necessity for continuous moni- 
toring, hourly statistics obtained in 
5-minute intervals will be compared 
with that  for the entire tape length. A 
study will be conducted on the effect of 
changing that point on the tape a t  which 
the sampling starts. Finally, the hourly 
statistics will be determined by using 
the linear A, C, and D weighting net- 
works for railroad yard noise and train- 
pass noise to determine the extent to 
which low-frequency energy contributes 
to community noise. 

Determining the optimal way to 
sample spatially appears to be a much 
more difficult problem. Two years ago, 
when we initiated the noise-monitoring 
program, we brought to EPA a panel of 
experts in noise monitoring for a one- 
day session where we discussed what 
constituted good monitoring procedures. 
The area in which we found the least 
agreement among those experts was on 
the approach to spatial sampling. More- 
over, in fall 1974, a t  the meeting of the 
Acoustical Society of America, we pre- 
sented a paper on spatial sampling. The 
first part of the investigation was dedi- 
cated to a review of previous commu- 
nity noise surveys. We studied these 
surveys with respect to the following 
criteria : 
1. Number of sampling stages. 
2. Sampling technique applied by stage. 
3. Spatial criteria used by stage. 
4. Total sampling area. 
5. Survey length. 
6. Total number of measurement sites. 
7. Length of measurements made per 

site. 
8. Number of equipment systems and 

the survey objectives. 
We found that  there were nearly as 

many sampling procedures employed as 
there have been studies performed. Ow- 



ing to the variability in objectives and 
other parameters of community noise 
surveys, i t  appears that  no single sampl- 
ing procedure is optimal for all com- 
munity noise surveys. There is a need 
for  a statistical analysis of the relation- 
ships of the various proposed spatial 
criteria to sound descriptors. What we 
are  asking is : which criteria are neces- 
sary for characterizing spatial changes 
in community noise? 

We are  about to begin an  analysis of 
previously collected data to answer this 
question. It is intended through applica- 
tion of our regional resources that  we 
can further determine the number of 
sites per criterion by implementing a 
program of multiple site monitoring. 
In  the area of three dimensional sampl- 
ing - i.e., looking a t  height variations 
- we have just completed a noise sur- 
vey a t  the Crystal City area of Arling- 
ton, Va., in which we located monitors 
above the top of an 11-story building 
and in various locations on the ground 
to determine if we can integrate spa- 
tially by measuring from above the area. 
In  addition, our regional office in Den- 
ver, Colo., has been investigating aerial 
noise sampling from a balloon suspended 
approximately 1,300 feet above Boulder, 
Colo. 

Until now, we have hired college stu- 
dents to act as observers so that  we 
might have a record of what noise 
sources predominated during a monitor- 
ing interval. We are, however, look- 
ing a t  other approaches to noise-source 
identification. We recently purchased 
microsampling systems to operate in 
conjunction with our all digital noise- 
monitoring systems so that  we might be 
able (through time compression) to de- 
rive noise-source identification informa- 
tion. Recently we initiated programs to 
test feasibility of signal processing as 
a mechanism for noise-source identifica- 
tion. We are  looking a t  techniques such 
as cross-correlation, which have been 
used to distinguish among various noise- 
source generators. Most of the tech- 

nology for this was developed by the 
Department of Defense. We are  now 
asking the question : can this technology 
be transferred a t  a reasonable cost? 

Presently, the U. S. Army's Construc- 
tion Engineering Research Laboratory 
is evaluating noise-monitoring systems 
for us in the field and in the laboratory. 
We expect the results to be completed 
within the next month. 

The National Bureau of Standards is 
currently investigating various micro- 
phones for application to outdoor noise 
monitoring. These include condenser, 
electret, and ceramic microphones, 
which are  being evaluated as a function 
of temperature (-20° to +50°C) hu- 
midity (25 to 95 percent) and frequency 
(100 to 5,000 Hz). The actual acoustics 
tests have been completed. NBS will 
now perform a cost analysis before pre- 
paring a final report. In  cooperation 
with the Navy, we are  studying the 
application of telemetry to environ- 
mental noise monitoring. Low-cost tele- 
metry and sensor units developed by the 
Department of Defense show great 
promise, particularly for systems in 
which only limited information is 
brought (e.g., threshold detection). 

Another concern is, where shall we 
process data? We intend to tackle this 
through an  operations-research study 
scheduled to begin this fall, after which 
we will concentrate on data assessment 
and data presentation. 

CONCLUSION 
While we hope to have answered 

many of these questions to the point that  
an acceptable protocol will have evolved 
by July 1976, there is a long-term re- 
quirement for developing more mean- 
ingful and more cost-effective techniques. 

The multitude of problems we face, 
requires the skills of many disciplines: 
scientists, engineers, environmentalists, 
urban planners, social scientists, and 
statisticians. It is an  exciting field. I 
encourage your participation. 



Sound Absorption Characteristics 
of Tree Bark and Forest Floor 

by G. REETHOF, 0. H. McDANIEL, and G. M. HEISLER, respec- 
tively professor and research assistant, Noise Control Laboratory, 
The  Pennsylvania State University, University Park, Pa.; and re- 
search forest meteorologist, USDA Forest Service, Northeastern 
Forest Experiment Station, Pennington, N. 3. This research was 
supported by funds provided by  the  Northeastern Forest Experi- 
men t  Station through the  Pinchot Institute for Environmental For- 
estry Research, Consortium for Environmental Forestry Studies. 

ABSTRACT.-Results of basic research on absorption of sound by 
tree bark and forest floors are presented. Amount of sound 
absorption by tree bark was determined by laboratory experiments 
with bark samples in a standing-wave tube. A modified portable 
standing-wave tube was used to measure absorption of sound by 
forest floors with different moisture contents, with and without 
leaf litter, and with and without moss growth. The implications of 
the results are discussed in terms of the amount and mechanisms 
of sound absorption by entire forests. 

PLANTINGS O F  TREES and shrubs 
of sufficient density and depth are  

well known to reduce some highway and 
industrial noise. The pioneering work 
of Eyring (1946) and subsequent work 
by Wiener and Keast (1959), Embleton 
(1963), Aylor (1972), Cook and Van 
Haverbeke (1971), and Reethof (1972) 
generally showed that  attenuation of 
noise by forests depends on four factors : 
1. Forest density. 
2. Forest depth. 
3. Frequency of noise radiated by the 

source. 
4. Micrometeorological factors such as 

temperature gradients and to some 
extent wind velocity and vertical 
wind profile (wind is significant only 
if large distances between source and 
receiver exist). 

The attenuation of noise by forests is 
usually expressed by the terrain loss 
coefficient, which is the acoustic trans- 
mission loss between any two specified 
points, x, and x,, in the forest corrected 
for spherical divergence and divided by 
the distance x, - x,. The terrain loss co- 
efficient is, therefore, the transmission 
loss per unit of forest depth. 

The results obtained by several in- 

vestigators are  given in figure 1, which 
is a plot of terrain loss as a function of 
source octave band frequency. The re- 
search was done in natural forests typi- 
cal of the northeastern United States, 
which contained considerable rhododen- 
dron or  mountain laurel in the under- 
story. The important fact is the  low 
absorption a t  frequencies up to about 
500 Hz, with marked increases in ab- 
sorption with increasing frequency 
above 500 Hz. Typical truck and auto- 
mobile noise spectra a re  fairly flat, with 
peaks in the 125-Hz octave band (fig. 
2).  We conclude, therefore, that  several 
hundred feet of forest a re  required to 
provide significant reductions in the A- 
weighted sound levels from vehicular 
traffic. 

The mechanisms of noise propagation 
and attenuation in forests is complex. 
Consider a sound wave of, for  example, 
1000 Hz frequency (with a wavelength 
of about 1 foot) entering a forest. The 
tree trunks with diameters comparable 
to the wavelength will partially reflect 
and slightly refract the incident wave. 
This process is called scattering. The 
low-frequency waves (wavelength large 
compared to trunks and branches) will 



Figure 2.-Octave-band spectra for vehicular traffic. 
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be transmitted almost unaffected by this 
phenomenon, whereas the  high frequen- 
cies (> 1000 Hz) will be increasingly 
scattered with increasing frequency. 
This means that,  wit11 increasing fre-  
quency, the  transmission paths will be- 
come increasingly complex and longer, 
providing greater  opportunities for  
acoustic energy absorption to take 
place. Aylor (1972)  has shown theo- 
retically and experimentally t l ~ a t  cano- 
pies, branches, and stems should be 
expected to provide some acoustic energy 
absorption a s  a result of viscous damp- 
ing and thermal excitation. This phe- 
nomenon should be effective primarily a t  
high frequencies. 

A t  maturity, trees such a s  white oak 
(Qliercus cilbn), black gum (Nyssci syl- 
vnt icn) ,  eastern hemlock (Tsztgcr. cann- 
densis),  and eastern white pine ( P i n u s  
s trobus)  have thick layered bark with 
considerable porosity. The possibility of 
absorption of substantial acoustic energy 
by bark in the  multiple--scattering pro- 
cess should, therefore, be explored. In 
this paper we report some results of a 
study of normal incidence absorption by 
tree bark. 

The  effect of the  ground is twofold. 
First,  there is acoustic interference be- 
tween the ground-reflected wave and 
the direct wave from a coherent source 
some distance above the ground. This 
"cancellation" is caused by the fact t ha t  
the  ground-reflected wave has to travel 
a longer distance than the  direct wave, 
so tha t  there will be a location a t  a 
certain distance from the  source 
where the  two waves a re  exactly a t  
opposite phases, thus bucking one an-  
other. Acousticians will also recognize 
tha t  because of the porosity of the 
ground, the  reflected wave, a s  i t  leaves 
the  ground, will be a t  a somewhat dif- 
ferent  phase than the incident wave a t  
the  ground surface. 

The second effect of the forest floor 
is tha t  i t  is a good absorber of sound be- 
cause of its porosity. Typical forest- 
floor surfaces contain much decayed 

plant matter  such a s  leaves, needles, 
branches, decayed trunks, and loose soil. 
Aylor ( 1  972)  performed grazing-inci- 
dence tests on open fields of unplowed, 
plowed, and disked soils. An excess at- 
tenuation of 6 dB per doubling of dis- 
tance was shown to be possible. TO study 
forest-floor absorption characteristics 
under more closely controlled acoustic 
conditions, we performed normal-inci- 
dence absorption tests, which will be 
reported here. 

In  all, the  acoustics of forests a r e  
con~plex in tha t  several forest elements 
affect the propagation processes in dif- 
ferent and interacting ways. A study of 
the  acoustic characteristics of the  in- 
dividual elements of the  forest such a s  
bark, canopies, shrubs, and forest floor 
should provide needed insight into the  
acoustic absorption mechanisms. Such 
insight will then permit the  cultivation 
of the most important elements t o  maxi- 
nlize acoustic absorption. 

BARK AS A SOUND 
ABSORBER IN FORESTS 

Normal (perpendicular) incidence ab- 
sorption of t ree bar]< was measured with 
a standard in~pedance tube, also known 
as  a standing-wave tube, manufactured 
by Eriiel & Kjaer  Instruments, Inc. 
Cylindrical test samples were cut from 
slabs of t ree boles, leaving the  wood in- 
tact behind the bark. Six species were 
tested : northern red oak (Qz~ercus 
?azcb~n), mockernut hickory (Cnryn  to- 
? ~ z ~ n t o s r i ) ,  eastern white pine, American 
beech (Fagzis gmndi f  olici), eastern hem- 
lock, and a cork oak (Qlie~czis  suber) .  

The standing-wave tube is used to de- 
termine the  fraction of the incident 
acoustic energy absorbed by a material 
in order to compare the effectiveness of 
various materials a s  acoustic absorbers. 
The apparatus generates pure tone 
waves tha t  travel down the tube and 
strike the sample. P a r t  of the acoustic 
energy is absorbed within the  material, 
then the  remaining energy is reflected 
and travels back up the tube. The super- 



position of the incident wave and the 
reflected wave establish a standing wave, 
which occurs as a result of the inter- 
action of two waves of the same fre- 
quency traveling in opposite directions. 
The amplitude maxima and minima, 
measured from the standing wave, are  
used to calculate the absorption coef- 
ficient. A typical axial pressure pattern 
is shown in figure 3. 

Figure 4 shows a schematic diagram 
of the apparatus. The sample holder is 
mounted a t  one end of the 10-cm diam- 
eter, I-meter long impedance tube. A 
loudspeaker is mounted in a box a t  the 

other end of the tube. A frequency os- 
cillator produces selected tones, and a 
frequency counter monitors the tone 
sent to the speaker to insure accuracy 
within I+ 1 Hz. During operation, a 
inch diameter microphone probe tube is 
moved longitudinally and centrally into 
the impedance tube. The microphone, 
located in the movable carriage, moni- 
tors the magnitude of the sound pres- 
sure of the standing wave. The signal 
from the microphone goes through a 
preamplifier to an  audio frequency spec- 
trometer. The absorption coefficient is 
then read from a calibrated scale on the 

Figure 3.-A typical axial pressure pattern of the standing 
wave in the impedance tube. 

Figure 4.-Schematic diagram of the impedance tube apparatus. 
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Figure 5.-Absorption of normal-incidence sound by bark of 
northern red oak. 
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Figure 6.-Absorption of normal-incidence sound by bark of 
mockernut hickory. 
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Figure 7.-Absorption of normal-incidence sound by bark of 
eastern white pine. 
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spectrometer. The samples were sealed 
in the holder by pouring paraffin be- 
tween the sample cylindrical surface and 
the holder wall. I t  was determined that  
freshness of sample had no noticeable 
effect on the absorption coefficient. 

The 1-meter-long impedance tube is 
normally capable of providing reliable 
absorption data down to frequencies of 
125 Hz. However, the presence of ir- 
regularities in the bark's surface made 
i t  advisable to record the maximunl and 
minimum acoustic pressures a t  a greater 
distance away from the sample than 
otherwise possible during normal test- 
ing. This increased the lower limiting 
frequency, which depends on the length 
of the impedance tube available for 
measurement, to 400 Hz. The upper 
limiting frequency, which assures exist- 
ence of plane waves, is determined by 
the diameter of the tube. Since sample 
surface irregularities do not affect the 
wave pattern f a r  away from the  sample, 
the upper limiting frequency of 1,600 Hz 
remained the same with the 10-cm-diam- 
eter tube. 

The absorption coefficients versus fre- 
quency for samples of red oak, mocker- 
nut hickory, and white pine are  plotted 
in figures 5, 6, and 7 respectively. Each 

figure shows the results for three 
samples, each checked for repeatability. 
The results of the repeated testing of 
each sample seldom deviated more than 
1 percent. The absorption coefficients 
for all the samples of the three species 
was less than 10 percent, except for the 
hickory a t  frequencies above 1,250 Hz. 
One hickory sample absorbed a maxi- 
mum of 12 percent, another 23 percent. 
The high absorption of mockernut hick- 
ory bark may be due to its shale-like 
layers with spaces between them. The 
spaces may allow vibration of the in- 
dividual layers, and the air  movement 
may result in acoustic absorption. This 
is a mechanical transformation of the 
incident acoustical energy, and most 
probably accounts for the additional 
absorption. 

After the tests on oak, hickory, and 
white pine, we looked for bark charac- 
teristics that  might alter absorption of 
sound and selected three other species 
for testing: American beech, eastern 
hemlock, and a cork oak (fig. 8). The 
liemlock sample had a higher absorption 
coefficient than the beech or cork oak, 
but all still indicated less than 10 per- 
cent absorption. 

The percent absorption of the six 

Figure 8.-Absorption of normal-incidence sound by American 
beech, eastern hemlock, and cork oak. * 
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species we tested is quite low and largely 
independent of frequency. Although our 
six species provide a fairly wide repre- 
sentation of the characteristics of tree 
bark, tests on other species would cer- 
tainly be warranted. Considering the 
small variation between species, i t  seems 
unlikely that  any species would be found 
where the bark absorption would be so 
high that  the sound attenuation of for- 
ests (or trees of that  species) would be 
unique because of bark characteristics 
alone. 

Although each tree surface may ab- 
sorb only a small percentage of the in- 
cident wave, this effect is repeated as 
the sound wave is scattered towards the 
next tree, and so on repeatedly. The 
addition of the small absorption per- 
centages is  accumulative, yet we do not 
know how the total bark absorption will 
compare with that  of the shrubs, foliage, 
branches, or the canopy as  a whole. I t  
can be assumed that  the multiple-scat- 
tering principle will a t  least make the 
sound available to more surface area 
above the ground, since its path length 
is longer with each consecutive reflec- 
tion. This gives the ground more chances 
a t  absorbing the scattered acoustic 
energy, 

FOREST FLOORS AS A 
SOUND-ABSORBING SURFACE 

WITHIN A FOREST 
Normal incidence absorption of var- 

ious forest floors was measured with a 
specially modified standing-wave tube 
that  could be driven vertically into the 
ground without disturbing the soil 
within the 10-cm-diameter tube. The 
tube was 51,4 feet long and permitted 
measurements in the frequency range of 
125 to 2,000 Hz. The loudspeaker was 
located in a box mounted on top of the 
impedance tube. A frequency oscillator 
generated the pure tone sound signals. 
The I,$-inch diameter microphone probe 
was moved longitudinally and centrally 
into the tube. The sound signals of 
various vertical locations of the probe 

inside the 10-cm tube were measured 
with an  octave-band-filtered sound level 
meter. Again, the maxima and minima, 
were noted and the acoustic absorption 
coefficients were calculated. At  the end 
of the five frequency measurements, the 
sample was ejected and another sample 
nearby was measurd to give an  indica- 
tion of the repeatability of the test. 

All the field equipment is portable and 
battery operated. We used a four-wheel- 
drive vehicle to transport the equipment 
to various measurement sites within the 
forest. 

To determine to what extent the var- 
ious physical parameters of the soil 
(porosity, moisture content, surface con- 
figuration) will affect the measured ab- 
sorption coefficient, each parameter was 
investigated separately. This was done 
by taking measurements with one para- 
meter as  the variable while all the others 
were held constant. The above was ac- 
complished by noting the soil conditions 
a t  the time of the test and matching all 
but one of these conditions in the re- 
peated testing. This procedure was 
adequate for determining the range of 
acoustic absorption controlled by each 
parameter with respect to the overall 
absorption of the sample. An analysis 
of this type of data leads to a better 
understanding of the mechanisms of ab- 
sorption. The parameters exerting the 
most control or  yielding the largest ab- 
sorption variations a re  then identified 
quantitatively. 

Figure 9 shows a typical curve of the 
absorption of a sample of the forest 
floor, the abscissa showing frequency in 
Hz and the ordinate showing the absorp- 
tion coefficient a. The absorption shown 
here displays a primary peak (maxi- 
mum value) a t  1,000 Hz, a secondary 
peak a t  250 Hz and a dip (low value) 
a t  500 Hz. A particular forest-floor ab- 
sorption curve can be compared to that  
of another location, in order to obtain an  
indication of the relative effectiveness 
of the floor as an  absorber over the fre- 
quency range of interest. 



Figure 9.-Absorption of normal-incidence sound by a forest 
floor-test for repeatability of measurements on one sample. 

F R E Q U E N C Y  I N  C Y C L E S  P E R  S E C O N D  

In figure 9, you can see that  the three 
curves a re  nearly identical. This is the 
result of a test for  repeatability of the 
same sample before its removal from the 
impedance tube. This variation is typi- 
cal of acoustical measurements where 
data points within a few percent of each 
other a re  considered to be within the 
accepted range of tolerance. If there 
was a variation a t  a particular fre- 
quency of more than 0.05, the test was 
repeated before removal of the sample 
to confirm the results. 

Each measurement condition was re- 
peated by testing a comparable sample 
located approximately 2 feet away. This 
provides an  indication of the variation 
between samples under the same condi- 
tions. The comparison of the absorption 
curves of either two or three measure- 
ments confirmed good repeatability for 
nearby tests. 

A sample was tested when the ground 
was dry, without any rain for 2 weeks. 
The same locality was then retested 
when the ground was moist, 2 days after  
a heavy rain. The absorption curves for 
these tests a re  displayed together in 
figure 10. Since the sites were identical, 
we assume that  all parameters remained 
constant except the moisture content of 
the soil. There is an  indication from 
these two absorption curves that  the 
ground was relatively more efficient a t  
absorbing sound when i t  was moist than 
when i t  was dry. 

An examination of several other sets 
of comparisons for identical localities 
with varying moisture conditions re- 
vealed some interesting trends. The 
sound absorption by the ground was 
noted immediately after  rain;  the 
amount of absorption increased after  a 
couple of days of drying and then pro- 



gressively decreased day by day as dry- 
ing progressed. When the ground became 
saturated with the next rainfall, the 
cycle started over again. Thus, the time 
for maximized absorption was about 2 
days after a rainfall. 

The magnitude of the variations of 
acoustic absorption in the comparisons 
was, of course, frequency- and time- 
dependent, and the variations a t  some 
frequencies were much larger than a t  
others. An overall increased or de- 
creased absorption for the frequencies 
considered was the criterion for evalua- 
tion. An explanation for this observed 
phenomenon presumably is a change in 
the porosity of the ground as i t  becomes 
saturated with water. It is known that  
the porosity of an  acoustically absorbent 
material is an important factor in the 
absorbing mechanism. These results in- 
dicate that  the moisture content is a 

parameter to be considered in further 
investigation. 

The determination of the effects of 
absorption by grass were measured in 
the manner just mentioned. Figure 11 
shows the absorption curves of two 
samples, one of bare soil and the other 
with several inches of dry matted grass. 
As can be seen by comparison, the grass- 
covered sample provides more absorp- 
tion and would attenuate noise more 
effectively. Other comparisons of similar 
sets of curves show the same results. It 
should be noted, however, that  though 
the planting of grass would add some 
absorption to the environment, this 
might in turn affect the absorption by 
the soil. If the grass were to change the 
moisture content of the soil through its 
growth process, or  through any changes 
in the irrigation of the forest floor, this 
change in moisture would affect the soil 



F R E Q U E N C Y  I N  C Y C L E S  P E R  S E C O N D  

Figure 12.-Absorption of normal-incidence sound for soil with 
leaf litter and for the same soil without a litter layer. 
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absorption. Whether or  not this factor 
increases absorption has not been de- 
termined as of this time. 

Similarly, the contribution of the ab- 
sorption of the leaf layer in a deciduous 
forest was investigated. One such set 
of comparisons appears in figure 12. 
Like that  of grass, the leaf layer adds 
to the absorption and in comparable 
amounts. Various isolated tests deter- 
mined that  the thickness and state of 
decay of the leaf layer were important 
factors. The comparisons of these tests 
show that, the thicker the layer of leaves 
present, the higher the percentage ab- 
sorption obtained for a similar moisture 
content and thus the greater attenuation 
that would be provided. Similar tests 
were conducted in a coniferous forest 
with similar results. 

In  an  attempt to investigate the ab- 
sorption of the forest floor with a moss 
covering, the preceding method of test- 
ing a particular area with and without 

the vegetative covering did not give con- 
sistant or repeatable results. This may 
be due in part  to the fact that the 
moisture content of the soil where moss 
grows is probably greater than that  of 
nearby soil where there is no moss. Thus 
the inconsistancies would depend not 
only on the absorption by the moss, but 
also on the variations in absorption pro- 
vided by different moisture contents of 
the soil underneath. Rather than a com- 
parison in this case, the results can be 
summarized by stating that the absorp- 
tion by a moss-covered ground is greater 
than that  of bare soil or soil covered 
with leaves. A typical result can be seen 
in figure 13, a curve showing the ab- 
sorption of moss-covered loam. 

The results provide good indications of 
the normal incidence absorption charac- 
teristics of a typical forest floor. Forty- 
seven samples were tested, many of 
which were similar, providing indica- 
tions of repeatability of the results. 

Figure 13.-Absorption of normal-incidence sound by a moss- 
covered soil. 

F R E Q U E N C Y  I N  C Y C L E S  P E R  S E C O N D  
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Some tests occurred with nonrepeatable 
results which we believe were caused by 
sample peculiarities. F o r  example, a few 
samples were found to include rocks and 
roots. These samples were rejected f rom 
the  analysis. 

The question then arises, why forests 
do not attenuate sound to the magnitude 
tha t  would be expected f rom all these 
results, a s  the  percent absorption is 
quite high in some cases. This situation 
occurs because not all of the sound tha t  
passes through the forest actually comes 
in contact with the  ground. Only those 
rays tha t  s tr ike the  forest floor a r e  
partially absorbed by the ground. Here 
is where the trees become effective, a s  
they act  as sound scatterers, increasing 
the  effective path length of each sound 
wave a s  i t  traverses through the  forest. 
This gives the  porous ground more 
chances to  absorb the  noise. 

The results confirm tha t  the  ground 
is a significant absorber of sound in the  
forest. Moisture content and ground- 
cover s tructure have been found to  cause 
variations in the  absorption. The quan- 
titative relationships of the effect of 
moisture, soil porosity, soil surface 
makeup, and extent of decomposition on 
absorption still need to be established. 
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ABSTRACT.-It is generally assumed that vegetation is beneficial 
acoustically, as well as esthetically, in that it may act as a shield 
to reduce highway noise impact on a community as in a sound 
absorber to reduce reverberant noise levels in city streets. Con- 
tradictory evidence exists, however, that noise may be increased 
because of vegetation. We performed field studies and laboratory 
scale-model experiments to study interaction between sound- 
scattering by trees and shadowing by barriers. The studies indi- 
cate that, while barrier effectiveness may be reduced by addition 
of trees, propagation through a stand of trees may provide small 
noise reductions. 

RECENT STUDIES of the behavior 
of vegetation placed on noise barriers 

have produced contradictory results. A 
report by Cann and Manning (1974) ,  
based on model studies, suggests that  
trees placed on top of barriers can re- 
duce barrier effectiveness, while field 
studies by Cook and Van Haverbeke 
(1 974)  show increased barrier effective- 
ness with trees. It was decided to use 
model studies to resolve this discrepancy. 

Until recently, the use of scale models 
in acoustics has been limited to use in 
the design of concert halls and audi- 
toria. However, within the past 6 years 
a t  MIT, modeling techniques have been 
successfully applied to problems in out- 
door noise propagation by DeJong 
(1974)  and Blair (1975) .  

FIELD STUDIES 
To evaluate the results of the planned 

model studies, i t  was necessary to con- 
duct full-scale tests on vegetation con- 
figurations not fully covered in the 
literature, especially those in which the 
canopy is above the line of direct 
propagation. 

The noise source used was a 12-gage 
shotgun, carefully studied for its noise 
spectrum characteristics. The pressure 
pulse was recorded on magnetic tape, 
using a Nagra tape recorder and a B&K 
1-inch microphone. 

Measurements were taken in late 
spring and early summer to assess the 
effects of the maple leaves. Care was 
taken to insure that  ground conditions 
were similar on all measurement dates. 

One of the sites chosen for propaga- 
tion studies was a line of maple trees 
located a t  the top of a hill (fig. 1 ) .  
Acoustic measurements were taken a t  
various points beyond the tree line. Al- 
though there was a stone wall along the  
tree line, the t ip of the shotgun muzzle 
was visible a t  all receiver points. An 
example of the measurements shows 
that  the observed spectra with and with- 
out leaves begin to diverge above 2,500 
Hz corresponding to a wavelength of 
about 5 inches (12.7 em),  approximat- 
ing the tip-to-tip breadth of the leaves. 
The high-frequency excess attenuation 
observed with leafless trees may be at- 
tributed to backscatter from the trunks 



Figure I.-Excess attenuation in the sound propagating across 
a line of maple trees. 
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and branches and the effects of the stone 
wall almost intersecting the line of 
propagation. 

The backscattering effects of trunks 
and branches were further studied in 
the following experiment. Sound propa- 
gation was measured along a line of 
trees a t  various heights in the canopy 
(fig. 2) .  Shotgun and microphone were 
suspended in the trees, and the line of 
sight was completely obscured by the 
trunks and branches. The large excess 
attenuations observed are  due to back- 
scattering from trunks and branches. 
At the position just below the canopy, 
leaves scatter some additional high- 

frequency sound to the microphone. In 
the canopy, however, leaves appear to 
have little effect. One may hypothesize 
that  any additional attenuation offered 
by the leaves along the line of propaga- 
tion is offset by scattering from leaves 
in other portions of the canopy. 

In a third example of propagation 
under the canopy (fig. 3 ) ,  shots were 
fired a t  various distances into a homo- 
geneous mature maple stand and picked 
up by a microphone on the edge of the 
woods. At  all times there was unob- 
structed visibility from source to re- 
ceiver. As before, the leaves have a 
pronounced effect above 2,000 Hz, and 



Figure 2.-Excess attenuation in the sound propagating through 
a canopy of maple trees. 
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backscattering from the trunks of leaf- 
less trees results in high frequency at- 
tenuations. The large dip around 315 
Hz is due to ground effect. 

MODEL STUDIES 
Model studies were then undertaken 

to facilitate more detailed studies of 
various t ree-barr ier  configurations.  

Scale-modeling involves reducing all the 
dimensions in the system being studied 
by a scaling factor. Acoustical modeling 
requires that  the wavelength of the 
sound be reduced by the same ratio as 
all other dimensions. This is most easily 
done by increasing the frequency of the 
sound used. Then, for example, in a 
1 :32 scale model, a full-scale frequency 



Figure 3.-Excess attenuation in the sound propagating under 
a canopy of maple trees. 
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of 1,000 Hz would be modeled with 
32 kHz. 

To produce noise a t  these high fre- 
quencies, an  electric spark discharge in 
a i r  was used (fig. 4).  Operating a t  3,000 
volts, this spark source produces an 
acoustic impulse with energy over a fre- 
quency range of 4 kHz to 150 kHz. 

The sound was detected with a 1/10- 
inch piezoelectric microphone and re- 
corded in a digital transient recorder. 
The recorder was interfaced with a 
digital computer, which performed a 
fast  fourier transform (FFT)  on the 
signal. The F F T  values were then com- 
bined into a 1/3 octave band level and 
printed out on the teletype. These levels 
correspond to the levels that  would be 
obtained using a steady state source in 
an  anechoic chamber. However, by us- 
ing an impulsive source, an anechoic 

Figure 5.-Excess attenuation in the sound 
propagating across a line of model trees on a 
flat plain. 
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chamber is not needed since the reflec- 
tions off the walls arrive a t  the micro- 
phone after  the desired signal is re- 
corded. An oscilloscope was used to 
monitor the recorded signal to observe 
the arrival times of the pressure pulses 
a t  the microphone. This allowed the 
identification of different propagation 
paths from the source to the micro- 
phone. 

The materials used in constructing the 
models were selected to have the same 
absorption a t  the scaled frequencies as 
the real materials being simulated have 
a t  audio frequency. The ground was 
modeled with a soft pressed fiberboard 
covered with flocked paper. 

The model was constructed to a 1:20 
scaling to allow analysis of full-scale 
frequencies as high as 5,000 Hz. Using 
trees actually encountered in the field 
studies as subjects, models were built 
representing 14-foot (4.3 m)  pine and 
'30-foot (9.1 m)  maple trees. Serpentine 
was used to model maple leaves; al- 
though i t  did not perfectly model leaf 
characteristics found in the field, the 
serpentine was determined adequate for 
qualitative analysis of leaf effects. 
Various leaf-area-per-unit-volume den- 
sities ( F )  could be modeled by changing 
the amount of serpentine placed in the 
canopy. 

The basic experimental approach was 
to set up a line of trees in various con- 
figurations, with and without barriers, 
and measure the insertion loss of the 
vegetation a t  various distances behind 
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Figure 6.Attenuation of sound by a barrier similar characteristics. As can be ob- 
with and without trees on top. served, planting a single row of trees on 

top of a barrier can be devastating to 
the barrier's effectiveness. 

By moving the trees from the top of 
the barrier to behind it, the barrier ef- 
fectiveness is not so severely damaged 
(fig. 7 ) .  Only about half of the canopy 
is exposed to direct sound from the 
noise source explaining this result. 
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leaves occurs a t  a lower frequency than , 
m noted in the field data. This anomaly is 

due to the imperfect modeling charac- - 
teristics of the serpentine, which is a 
long continuous tape rather than many F 
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the frequency a t  which scattering be- 
comes effective. Thus the presence of 
a plant with small branches and leaves 
will not appreciably affect noise levels in 
the frequency range of primary interest 
in noise-control circles. 

Plant geometry also appears to be 
important. A tree with vertically hang- 
ing leaves and few horizontal branches, 
placed on top of a barrier, will scatter 
less sound downward into the shadow 
zone behind the barrier than other tree 
configurations. 

The effects of the introduction of 
vegetation on the sound field beyond i t  
can be generalized graphically (fig. 8). 

The leaves and branches scatter a por- 
tion of the incident acoustic energy to 
the side and backwards, resulting in a 
shadow zone behind the vegetation. 

The introduction of a solid barrier 
between source and receiver complicates 
the analysis somewhat. The leaves and 
branches of the tree may now be con- 
sidered as noise sources, and any por- 
tion of the canopy not shielded from the 
receiver will reduce the barrier's effec- 
tiveness through scattering. 

However, if the barrier extends up- 
ward into the shadow zone behind the 
tree (fig. 9) another counteracting 
mechanism becomes important. The 

Figure 8.-The screening of sound by vegetation. 
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Figure 9.-Effects of vegetation upon barrier performance. 



noise observed a t  the receiver point is 
dependent on the sound-field conditions 
above the barrier. If this sound field is 
reduced in intensity due to screening 
effects of the tree, barrier effectiveness 
is increased. Estimation of these scat- 
tering and screening components is es- 
sential in predicting the behavior of tree 
and barrier configurations. Since theo- 
retical calculations a re  complex, this is 
best done by using model studies. 

CONCLUSIONS 
The results of this report show that  

scale-modeling can be a useful tool in 
evaluating the effects of vegetation on 
the acoustic environment. In particular, 
the positioning of trees around a barrier 
has an  important influence on the bar- 
rier's effectiveness. Further work is 

being done a t  MIT to develop a simpli- 
fied modeling-instrumentation system to 
facilitate the general use of modeling 
for the evaluation of a wide range of 
community noise problems. 
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Science and Forestry, State University of New York, Syracuse, N.Y. 
This research was supported in part by funds provided by the 
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ABSTRACT.-Measurements of the two-dimensional acoustic field 
in a forest resulting from a source located outside the forest indi- 
cated that the attenuation pattern near the ground is significantly 
different from the pattern higher up in the forest. The patterns 
of attenuation support the recent theory that the forest floor is the 
main absorber of acoustic energy in the forest. 

SOUND RADIATING from a point 
source decreases in sound pressure 

level (SPL) 6 dB for each doubling of 
distance due to  spherical spreading of 
the wave front. Any additional reduc- 
tion in SPL due to the presence of 
ground, vegetation, buildings, etc. is 
usually referred to as excess attenuation. 

Measurements of excess attenuation 
within 10 feet of the forest floor indicate 
that  the reduction in SPL due to the 
presence of the forest is approximately 
6 dB per 100 feet of forest (Bjornson 
1 9 n ,  Herrington 1974, McLaughlin 
1975). These same studies indicated 
that  the variation in SPL near the forest 
floor was not characteristic of the 
acoustic field in the forest a t  higher 
levels. The objective of our study was 
to describe the acoustic field within and 
over a forest stand in a vertical plane 
parallel to the propagation of sound 
from a point source. 

METHOD 
Wide-band pink noise (a spectrum of 

noise with equal energy per octave of 
frequency) was broadcast from a folded- 
horn speaker toward the edge of a con- 
iferous plantation (fig. 1 ) .  Along the 
axis of propagation, five towers were 
erected. Two of these towers were lo- 
cated outside the forest, one was located 

on the edge of the forest, and two were 
located within the forest. 

Microphones, which were attached to 
pulley systems on each tower, were used 
to measure the sound pressure level a t  
the heights indicated (fig. 1 ) .  The pink 
noise (signal) received a t  each micro- 
phone was recorded on magnetic tape 
a t  the test control center. Both ambient 
noise-that is, the noise naturally pres- 
ent in the environment-and the signal 
were measured for each tower-height 
combination during 14 field-measure- 
ment periods. These periods were ap- 
proximately 30 minutes in length. The 
field measurements were made under a 
wide range of meteorological conditions 
during the summer of 1974. The re- 
corded data were subsequently analyzed 
on a real-time analyzer, using an aver- 
aging time of 128 seconds. In this 
fashion the acoustic field in a vertical 
plane containing the axis of propaga- 
tion was determined. 

For each measurement, meteorological 
data (temperature and temperature pro- 
file, wind and wind profile, relative 
humidity and solar radiation) were also 
recorded. 

The forest consisted of a plantation 
made up of parallel bands of Norway 
spruce (Picea abies) and red pine (Pinus 
resinosa) 1-chain (66 feet) wide, ori- 



Figure I.-Excess attenuation at five heights for acoustic energy propagating 
over and through a forest edge. Included i s  a diagram of vegetative features 
along the path and the location of the towers from which measurements were 
made. 
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ented a t  an angle of 20 degrees to the 
axis of noise propagation. The spruce 
presented a very dense tangle of dead 
branches below the live crown, while the 
pine was naturally pruned to a height 
of approximately 30 feet. The edge of 
the plantation was defined by a road and 
a partial row of deciduous trees (fig. 1 ) .  

RESULTS AND DISCUSSION 
Figure 1 shows the average corrected 

SPL a t  several heights as a function of 
distance into the plantation. Corrected 
SPL was calculated by adding to the 
recorded data the loss due to spherical 
spreading of the wave front (6 dB per 

doubling of distance). Thus, a hori- 
zontal line in figure 1 would indicate no 
excess attenuation. 

SPL increased with height a t  the 150- 
foot tower and showed a mixed pattern 
a t  the plantation edge (216 feet). Meas- 
urements of the directivity of the horn 
used to generate the acoustic signal 
indicated that  this increase in SPL with 
height was not due to directivity of the 
speaker. The conclusion, therefore, is 
that  this pattern must be due to reflec- 
tion of acoustic energy from the edge of 
the forest. The generally increasing 
SPL between the 150-foot and 216-foot 
towers supports this contention. At a 



height of 5 feet there was little foliage 
a t  the edge, and there was a decrease in 
SPL a t  the &foot height between these 
points. The further increase in SPL 
between the 216-foot and 286-foot tow- 
ers for heights of 25 and 35 feet may 
also be due to reflection of acoustic 
energy, but this is less clear than for the 
edge condition. 

Within the forest there is a steady 
and rapid decrease in SPL a t  the 5-foot 
height. At  higher elevations, however, 
the pattern is not as clear. The 45-foot 
height, which was just about a t  the top 
of the canopy, shows very little attenua- 
tion with distance; while the levels 
measured within the canopy do show 
some attenuation with distance. The 34- 
foot level, which was distinctly within 
the closed portion of the canopy, showed 
the strong attenuation between 286 and 
441 feet from the source. 

Two-way analysis of variance (height 
and distance) of the corrected SPL data 
showed, as might be expected, that  total 
attenuation increases with the distance 
from the source. The analysis of vari- 
ance also showed that  there was signi- 
ficant variation of the attenuation 
pattern with height and that  there was 
a significant interaction between height 
and distance. Grouping of the data in 
the analysis of variance procedure 

showed that  there was no significant 
difference between the attenuation pat- 
terns a t  the 15-, 25-, 35- and 40-foot 
levels, but that  there was a significant 
difference between the attenuation pat- 
tern a t  5 feet and a t  the higher levels. 
That is, the pattern of attenuation near 
the ground is not the same as that  which 
exists a t  15 feet and above. 

Based on their measurements of the 
acoustic absorptivity of bark, Reethof 
et  nl. (1975) have proposed that  tree 
stems and branches are  scatterers of 
acoustic energy and that  absorption 
takes place mainly a t  the ground sur- 
face. Our results plainly support this 
argument and indicate further that  
there may be some attenuation in the 
thickest part  of the canopy also. 
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Some Physical and Psychological 
Aspects of Noise Attenuation by Vegetation 

by DONALD E. AYLOR, Department of Ecology and Climatology, 
The Connecticut Agricultural Experiment Station, New Haven, 
Conn. 06504. 

ABSTRACT.-The physical mechanisms governing sound attenua- 
tion by foliage, stems, and ground are reviewed. Reflection of 
sound energy is found to be the primary mechanism. In addition, 
new experimental results are discussed that help to quantify the 
psychological effect of a plant barrier on perceived noise level. 
Listeners judged the loudness of noise transmitted through hemlock 
trees and through a minimal fence barrier to differ by as much as 
7 dB even though the sound level at the listener was the same. 

CONSIDERABLE M E A S U R E -  
MENTS O F  NOISE muffling by 

plants have been made. To properly inter- 
pret these measurements, a firm under- 
standing of the physical mechanisms of 
sound attenuation by plants is required. 
For  example, many of the differences in 
sound attenuation by plants found by 
earlier workers (Eyring 1946, Wiener 
and Keast 1959, Embleton 1963) can 
now be reconciled by physics (Aylor 
1972a). 

Besides physical effects, there can be 
psychological effects of plant barriers on 
the perception of noise. The visual 
shielding of a source by plants may have 
a beneficial effect for reducing the an- 
noyance of noise (Kurxe 1974, Herring- 
ton 1974). So far ,  this potential psy- 
chological effect has not been quantified. 

PHYSICAL EFFECTS 
Plants can attenuate sound by reflect- 

ing energy, by absorbing energy in the 
viscous and thermal boundary layers 
near the plant surface, or by internal 
damping of sound-driven oscillations of 
branches or  stems. Moreover, plants can 
modify the texture of the ground and 
thus alter sound attenuation by ground. 
Microclimate, which has profound ef- 
fects on sound transmitted outdoors, 
will not be discussed here. For  a review 
of meteorological effects on sound trans- 
mission see Ingard (1953). 

Scattering by Foliage 
Sound is attenuated by foliage pri- 

marily by reflection or  scattering. This 
conclusion is supported by the following 
observations : the attenuation of sound 
transmitted through foliage is much 
larger and increases more rapidly with 
sound frequency than predicted for  
absorptive mechanisms (A ylor 1972a, 
Embleton 1963); attenuation does not 
increase in direct proportion to the 
amount of foliage, but rather less 
rapidly; attenuation of a given sound 
frequency increases with the width of 
the leaf (Aylor 1972a and 1972b). Still 
further evidence indicating that  foliage 
attenuates sound mainly by scattering, 
rather than by absorption, was deduced 
from measurements of sound reverbera- 
tion between buildings covered with ivy 
(Aylor et al. 1973). 

Clearly, the energy transmitted 
through a canopy of leaves is scattered 
many times, and the mathematical solu- 
tion of this multiple-scattering problem 
is evasive. Fortunately, however, the 
reduction of a direct beam of sound by 
foliage can be estimated in terms of the 
leaf area per unit volume of canopy, 
leaf width, breadth of the canopy, and 
wavelength of the sound (fig. 1). Be- 
cause leaves diffuse concentrated sound 
effectively but absorb little, best results 
are  obtained when a screen of vegetation 
is placed on a line of sight between a 



direct source of sound and a listener and 
closer to the source than the listener. 
Sound that  is already diffuse is reduced 
relatively little. 

Figure I.-The shaded region gives an estimate o f  sound attenuation (dB) by  
foliage. F is leaf area per unit volume of  canopy (m-I), B is breadth o f  canopy 
(m), w i s  leaf width (m) and L is the wavelength o f  sound (m). 
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Scattering by Trunks and Branches 
Since trunks and stems are  quite 

rigid, little energy is scattered when 
the wavelength of sound is large com- 
pared with their diameter. However, in 
the high frequency limit - when the 
wavelength is small compared to the 
stem diameter - the amount of scat- 
tered energy can be significant. For this 
limit, a t  the f a r  edge of a dense forest, 
the attenuation A varies ( A y l o r  197.2~) 
according to : 

A - Z f 1 , l o g Z  [I] 

where Z = 4 N a y is the dimensionless 

4 

scattering pathlength. N is the number 
of trees per unit land area, a is the 
average trunk radius, and y is the dis- 
tance into the woods. This approximate 
expression is not valid for small Z. 

The values of the parameter Na for 
m o s t  wooded s i t e s  r a n g e  f r o m  
1 x 10-2 m-1 to 5 x 10-2 m-l. The pre- 
dicted attenuation due to stems for high 
sound fpequencies a t  100 m or so dis- 
tance agrees fairly well with meas- 
urements ( A  ylor 1972a). Finally, the 
principles of scattering show why visi- 
bility is a poor estimate of sound at- 
tenuation by trees. Because of the much 
shorter wavelength of light compared 
to that  of sound, visibility is greatly re- 
duced by small stems and needles. How- 
ever, because of their small size, they do 
not scatter much sound. 

- - 
?! - 
s 
li. 3 -  
Y 

\ 
C 
0 

- 

- 



Attenuation by Ground 
When the source and receiver of 

sound are both near the ground, sound 
attenuation exhibits a maximum a t  a 
specific frequency (Ingard 1953). This 
attenuation is due primarily to destruc- 
tive interference between the direct and 
reflected sound a t  the receiver, and i t  
depends on the source and receiver 
heights, source-to-receiver distance, and 
the acoustic impedance of the ground 
surface. 

The phase of the reflected wave is re- 
tarded with respect to the direct wave 
by two effects. First, there is a delay 
due to the increased distance traveled 
by the reflected energy. In addition, for 
porous surfaces there is a phase lag due 
to  interaction of sound with the surface. 
Because the ground is porous, i t  reflects 
sound only after a slight delay, while the 
a i r  in the pores is being compressed. 
This delay, combined with the longer 
distance traveled, causes acoustic inter- 
ference a t  the receiver. In general, the 
more porous the soil, the longer the de- 
lay in compressing air  in its voids. The 
result is that  the peak attenuation oc- 
curs a t  lower frequencies over more 
porous soils (Aylor 1972a) and is less 
dependent on source-receiver separation. 
Moreover, f a r  from the source with both 
source and receiver near the ground, i.e. 
grazing incidence, ground attenuation is 
very nearly 6 dB per doubling of dis- 
tance (Ingard 1953, Aylor 197'2a). 

PSYCHOLOGICAL EFFECTS 
Although a narrow barrier of plants 

may give measurable attenuation of 
sound energy, some people believe that  
the visual shielding of the sound source 
may nevertheless have a positive or 
beneficial, psychological effect for reduc- 
ing noise (Kurxe 1974 and Herrington 
1974). To help define the interaction of 
sight and sound on perceived noise 
levels, Lawrence E. Marks of the John 
B. Pierce Foundation Laboratory in 
New Haven, Connecticut, and I asked 
human observors to scale numerically, 

by the method of magnitude estimation 
(Marks 1974), the relative loudness of a 
narrow band of noise transmitted out- 
doors through barriers of different 
solidity. 

Thirty subjects were asked to com- 
pare the relative loudness of a third- 
octave of noise a t  1000 Hz transmitted 
to  them through each of three barriers 
of contrasting physical characteristics 
or without an  intervening barrier. The 
subjects were instructed to assign any 
number they wished to the first stimulus 
but to thereafter assign numbers in pro- 
portion to loudness. Sound levels, be- 
tween 40 and 100 dB lasting 3 seconds, 
were presented a t  random from each of 
the four conditions. For each stimulus 
the subject faced the source of sound. 
In all, more than 1,400 separate loudness 
judgments were made when the barrier 
could be seen and the sound could be 
heard. As a control for our experiment, 
an additional 400 loudness judgments 
were made by 12 of these subjects while 
blindfolded. 

The three barriers, constructed of 
acoustic tile, snow fence, or hemlock 
trees, with an  identical sound source 
directly behind each one, as well as a 
source without any barrier, were ar-  
ranged around a 15-foot radius circle. 
The barriers were about 3.7 m long and 
1.5 m high. For  the tile and hemlock 
barriers, sight of the source was com- 
pletely obscured. The snow fence had a 
porosity of about 50 percent, so the 
source was only partially obscured, and, 
of course, for the no-barrier situation, 
the source was totally visible. Subjects 
were seated a t  the center in a swivel 
chair. The sound pressure level (SPL) 
was measured by a microphone centered 
about 15 cm above and facing towards 
the subject's head. 

Geometric averages of the magnitude 
estimates of loudness and arithmetic 
averages of SPL (dB) were made for 
all subjects for each of the conditions. 
The blindfolded subjects, on the average, 
judged all conditions equally loud a t  the 



Figure 2.-Averaged magnitude estimations of relative loudness 
vs. SPL dB) for both tile and hemlock (solid line), slat fence 
(dashed I ine) and no barrier (dashed-dot line) situations. 
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same SPL. However, when the barriers 
could be seen, sizable differences in per- 
ceived loudness emerged (fig. 2) .  Al- 
though a given noise transmitted 
through hemlock (H) and tile (T)  
seemed equally loud, this same noise, 
surprisingly, seemed less loud when 
transmitted across an  open unobstructed 
space ( 0 )  and even less loud when 
transmitted through the minimal snow- 
fence barrier ( F )  . That is, to maintain 
a given loudness for the listener, more 
sound energy was required a t  the lis- 
tener for the F and 0 than for the H 

and T conditions. At the mid-range of 
stimulus levels, this difference was as 
much as 3.5 dB for the open and 7 dB 
for the fence. 

These results were evaluated statis- 
tically by fitting a separate psychophysi- 
cal function (Marks 1974) for each 
subject and taking the difference of 
their magnitude estimates for each con- 
dition a t  70 dB SPL. All differences 
except T - H were significantly different 
from zero. 

Visual shielding of the sound source 
dramatically affects the perception of 



sound transmitted through a barrier, 
but this effect is not related simply to 
shielding. As long as the source can be 
seen, reduced visibility is accompanied 
by a reduction in apparent loudness. 
However, when sight is completely ob- 
scured, this effect reverses, and the ap- 
parent loudness increases. This last 
result may (of course, many alternative 
explanations exist) hinge on people's 
expectation of a solid barrier's effective- 
ness. In that  regard, i t  might be anal- 
ogous to the well-known size-weight 
illusion, in which the weight feels 
heavier when i t  is compressed into a 
small volume (Stevens and Rubin 1970).  
Based on experience, people generally 
expect that  weight will increase with 
increasing volume, and thus the weight 
of massive object in a small container is 
often overestimated. 

Perhaps this same kind of logic ap- 
plies when a sound source is visually 
occluded by a barrier. Again, based on 
experience, people expect a solid barrier 
to reduce transmitted sound. Therefore, 
.a given sound coming from behind a 
barrier seems surprisingly loud com- 
pared to one of the same level coming 
from a visible sound source and may, 
therefore, be overestimated. These re- 
sults demonstrate a psychological effect 
of barriers on perceived loudness of as 
niuch as 7 dB. Unfortunately, the direc- 

tion of this effect is not related simply 
to the visibility of the source. This cer- 
tainly exemplifies the complex nature of 
the perception of environmental noise. 
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Suburban Noise Control 
with Plant Materials and Solid Barriers 

by DAVID I. COOK and DAVID F. Van HAVERBEKE, respectively 
professor of engineering mechanics, University of Nebraska, Lin- 
coln; and silviculturist, USDA Forest Service, Rocky Mountain 
Forest and Range Experiment Station, Fort Collins, Colo. 

ABSTRACT.-Studies were conducted in suburban settings with 
specially designed noise screens consisting of combinations of plant 
inaterials and solid barriers. The amount of reduction in sound 
level due to the presence of the plant materials and barriers is re- 
ported. Observations and conclusions for the measured phenomenae 
are offered, as well as tentative recommendations for the use of 
plant materials and solid barriers as noise screens. 

YOUR $50,000 HOME I N  T H E  SUB- 
URBS may be the object of an in- 

vasion more insidious than termites, and 
fully as damaging. The culprit is noise, 
especially traffic noise; and although i t  
will not structurally damage your house, 
it will cause value depreciation and dis- 
comfort for you. The recent expansion 
of our national highway systems, and 
the upgrading of arterial streets within 
the city, have caused widespread traffic- 
noise problems a t  residential properties. 
Blame for the problem rests with gov- 
ernmental bodies a t  all levels, and with 
real-estate developers and the general 
public in its demand for rapid auto- 
mobile access and movement. Rather 
than attempting to fix the responsibility, 
however, our objective is to help reduce 
the suburban traffic-noise problem, us- 
ing combinations of plant materials and 
solid barriers. 

THE ALTERNATIVES 
Preliminary planning that  includes 

noise considerations, adequate zoning, 
and setbacks offers the greatest assur- 
ance of a relatively noise-free suburban 
environment. Where the noise problem 
already exists, however, means are 
available for reducing noise to an ac- 
ceptable level. 

Ideally, noise is controlled by reducing 
the source level. Lowered speed limits, 

relocated truck routes, and improved 
engine muffling can be helpful. An al- 
ternative solution is to create some sort 
of barrier between the noise source and 
the property to be protected. In  the 
Twin Cities, for instance, wooden walls 
up to 16 feet tall have been built along 
Interstate Highways 3 5  and 94. Al- 
though not esthetically pleasing, they 
have effectively reduced traffic noise, 
and the response from property owners 
has been generally favorable. 

Land forms consisting of earthen 
dikes, also known as acoustical berms, 
have shown promise. Roadside develop- 
ments, strategically placed to take ad- 
vantage of natural hills and other topo- 
graphic features, reflect good planning 
to reduce noise from passing traffic. 

Trees, shrubs, grass, and other plant 
materials can significantly reduce cer- 
tain noises ; and where conditions favor 
their use, no other means may be 
required. 

HOW MUCH REDUCTION IS NEEDED 
The amount of reduction in noise (at- 

tenuation) needed is determined by the 
level a t  the source and by requirements 
a t  the receiver. Source noise emitted 
by a large truck often exceeds 100 deci- 
bels (dBA) within a few feet of the 
vehicle. Requirements a t  the receiver 
vary considerably, depending on per- 



sonal sensitivity, but most. observers 
think that  noise levels exceeding 70 dBA 
are  objectionable for outdoor daytime 
activities, especially if conversation is 
to be maintained. ( A  reduction of 10 
dBA means noise is cut about in half.) 
We favor levels in the 60- to  65-dBA 
range for daylight hours, and 50 to 55 
dBA for evening hours, when back- 
ground sounds are  quieter, Our ex- 
perience indicates that the majority of 
persons living adjacent to a 35-n~ile-per- 
hour arterial street do not object to 
noise levels in the 60- to 65-dBA range 
in their backyards. 

To ftxrtlier illustrate the a~lloullt of 
reduction needed, consider a Iiypotheti- 
cal situation in which tlne noise level of 
a large truck is 90 dBA a t  a point 10 
meters from $he center of the t r a g c  
lane, We would like to reduce the noise 
level to an  acceptable 65 dBA a t  30 
meters from the same point. Some re- 
d~xction occurs naturally with distance. 
Assuming a point source and spherical 
divergence, we would find the level a t  
30 meters to be abotri 80 dBA. The re- 
mnaining 15-dBA reduction would have 
to come from some form of barrier in- 
terposed between source and receiver. 
However, neither a belt of tall devise 
trees, nor a solid wall of reasonable 
height, nor any combination of the two, 
will provide su%cient attenuation, Thus 
this situation represents a collditjon that  
can be remedied only by source-level re- 
duction. It would therefore seem that  
heavy truela traffc, a t  its present high 
noise-emission level, should be excltzded 
from suburban residential areas. 

Consider a second illustration in 
which the noise level. of an automobile is 
75 dBA a t  a point 10 meters from the 
center of the traffic lane, The level a t  
30 alieters is then only 65 dBA, which is 
acceptable to many persons for daytime 
outofdoor environmen"c, although un- 
satisfactory for evening hours. We need 
only to reduce the level by as nluch as 
5 to 10 dBA to provide a satisfactory 
acotzstical environment in this case. 

HOW MUCH REDUCTION 
IS POSSlBLE 

With the means considered - plant 
materials axid solid barriers - the 
amount of reduction possible depends 
largely on the height of the structure 
and the density and extent of the  plant 
materials. Plant materials, by them- 
selves, are  capable of reducing noise 
levels as much as 8 dBA, and occasion- 
ally more. A tall masonry wall or 
earthen dike is capable of reducing noise 
levels by 15 clBA, when properly placed, 
However, practical considerations such 
as local ordinances, expense, and ap- 
pearance rarely permit the constr~zc%ion 
of a solid barrier of suscient height 
(12 to 20 feet) in residential areas. 

Our earlier studies in rural ayeas, 
where we used con~binations of 12-foot- 
high solid earthen dikes and large dense 
trees, showed tlna"Eeductions of 12 to 
18 dBA are  possible, Results of cur- 
rent experiments in suburban areas a re  
not yet complete, but it appears that  
con~binations of lower solid barriers 
and moderate-size plankings are also 
effective. 

SlTE SELECTlON AND PROCEDURE 
Ten residential properties in an up- 

per-nniddle-class neighborhood were se- 
lected for study. Backyards of the 
properties faced a heavily traveled ar-  
terial street with a 35-mile-per-hour 
speed limit. Screen plantings and 
grouxld-surface configurations varied 
considerably from site to site. Three 
sites that  illustrate the n ~ o s i  significant 
features, for  noise-control purposes, are  
described here (figs. 1, 2, and 3 ) ,  

A sound-level meter was used to meas- 
ure the noise of a vehicle as i t  passed by 
a test site, and a second meter was used 
to measure noise from tlze same vehicle 
as i t  passed by an open (control) area 
immediately thereafter. The difference 
in the two readings (attenuation) repre- 
sented the amount of reduction that 
could be attributed to trees and sl~resbs, 
solid barriers, and ground-profile effect. 



Figure I .--Site 105 as viewed from the street, 
tow, dense, cotoneaster shrubs were backed 
by +all ponderosa pines, 

Figure 2.-Si+e 108 as viewed frcm the street: 
medium-heighf psanfings, a woven board 
fonee, end a downward-sloping ground progle 
from streef +o residence, 

The procedure was ~epeated at distances 
of 5, 10, 15, and 20 meters filnorn the 
curb. 

A special site, with relauvely young 
trees on BTnfversity of Nebraska prop- 
erty, was also selected to provide addi- 
tiorla]. flexibility and control f o ~  L11e 
experiments, 11el.e a power lawnmower 
was used as a noise source, and both 
microphone and source positions wgre 
varied* A concrete block wall (figs. 4 
and 5), the height of wl~ich could be 
changed by adding courses, was also 
eased in cox~~binatiori with the t ~ c e s .  One 
segn~enhof  the wall was placed in an 
open area, and an identical segment was 
placed within the tree belt, 

Sound levels were nreasured by using 
three dieerent barrier treatn~elats and 
M control. In one case trees alo~ae were 
located between the noise source and 
receiver; in a second case the wall alone 
was used; in the third both trees and 
wall were used. Source and receiver 
distances from the wall were varied 
f~*om 5 to 20 metelso Readi~ags were 
taken a t  various positions l,o deteranine 
the effects of wall, trees, and distance 
in reducing noise levels. 

Figure 3,-Site 107 as viewed from +he skeet: 
.&a11 evergreens hido a 3- t s  6-foe+ brick wall, 
and an upwsrd-sloping ground profle from 



Figure 4*--Site I I I: Schematic diagram of we!! within bells of trees, 

SlTE 5 
PLATTSMOUTH BELT AND W A L L  

ROW NO N A M E  OF TREE 

I AUSTRIAN PPsNE ALTERNATED WITH ROCKY MT. JUNBPER 

2 PONDEROSA PINE ALTERMATED WBTH EASTERN RtDCmAR 

3 SCOTCH PINE 

4 AUSTRIAN PINE ALTERNATED WITH ORIENTAL ARBORVITAE 
(TREE SPAC1M6 1N A L L  ROWS -- 2 M) 

Figure 8,-Si#e I I I: to  , Q e  sound-barrier 
walJ; bo++om, the L elk o% trees. 



Figure &.---Site? 105: profile of site, Figure 8.-Sih 1107: pro6le of site, 
noise level, and attenuation, noise level, and at9enuation. 

SITE 105 C R O S S  S E C T I O N  S I T E  !07 C R O S S  S E C T I O N  

COTONEASTE 
AUSTRIAN P I N E  SCOTS PiNE AN0 AUSTRIAN PIME 

I .x ", 
g : 
i = 8 $ 

15 20 *---C----i- 
CURB 10 MICROPHONE POSITION, M E T E R S  10 1 5  2 0  ' 

= 
0 10 

25 

MI-B1 M a l o  

0 3 10 15 2 0  25 
DISTANCE FROM CURB, METERS 

Figure 7.-Sife l08: profile of site, 
noise level, and aHsnuafion, 

SITE 1 0 8  C R O S S  S E C T I O N  

0 5 10 15 20 
CURB TO MICROPHONE POSITION,  M E T E R S  

0 5 lo 15 2 0 2 5 
DISTANCE F R O M  CURB,  METERS 

0 5 1 0  16 2 0  25 
DISTANCE FROM CURB,  YETERS 

0 5 I 0  15 2 0  2 5  
D1STANCC PROM CURB,  METERS 

DISTANCE FROM CURB, METERS 

RESULTS OF EXPERIMENTS 
Suburban Sites 

Noise reduction characteristics of the 
three sites are  sl~owrz graphically in 
figures 6 ,7 ,  and 8. Curves are  positioned 
directly bebow the schema"cc cross-sec- 
tion drawings soA the points denoting 
sound level and attenuation line up with 
the corresponding microphone positions, 
All readings are  in dBA units. 

Tree-Farm Site 
Variation of sound level with distance 

and attenuation for the diff erent surface 
treatments is shown in %gelre 9, Tbe fu11 
height (1.6 r n e t e ~ )  wall and the 10- 
meter wall-to-microphone distance were 
used in this instance, 

The effect of different wall l~lacements 
--between source and receiver-orr the 



Figure 9.-Sound level and attenuation with different surfaces. 
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Figure 10.-Effect of wall placement. 
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Figure I I.-Effect of wall height. 
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attenuation obtainable is shown in figure 
10. 

The effect of walls of different height 
combined with trees is illustrated in 
figure 11. A trees-only curve has been 
included for comparison. 

OBSERVATIONS AND CONCLUSIONS 
Results of the current series of sub- 

urban experiments are  not fully an- 
alyzed a t  this time, and further 
experiments under controlled conditions 
are  scheduled for next summer. Al- 
though our conclusions must be some- 
what tentative, the general pattern of 
results is consistent and reliable. 

At some of the sites, i t  appears that  
existing natural barriers, combined with 
additional plantings and some form of a 
low solid barrier, a re  adequate for the 
control of traffic noise from 35-mile-per- 
hour automobiles (figs. 6,7, and 8). For 
similar suburban sites, continuous plant- 
i n g ~  of dense shrubs backed up by taller 
trees, as in the case of site 5 (figs. 1 and 
6) are  capable of providing sufficient 
protection from automobile and light 
truck traffic noise. 

Where individuals are  more sensitive 
to noise, or where the residence is rather 

close to the traffic lane, additional pro- 
tection in the form of a higher solid 
barrier, such as an  earthen dike, solid 
masonry wall, or  tight wooden fence 
may be necessary. 

I t  also appears that  there is no prac- 
tical means for reducing noise from 
large trucks to  a level acceptable in 
suburban areas. The source itself must 
be brought under control. 

RECOMMENDATIONS 
1. To reduce noise from suburban auto- 

mobiles and light trucks to an accept- 
able level where the residence is a t  
least 25 meters from the centerline 
of the roadway, plant one or two con- 
tinuous rows of dense shrubs as close 
to the curb as possible, and one or 
two continuous rows of dense trees 
behind the shrubs. One or both plant- 
i n g ~  should be of evergreens for year- 
round protection. 

2. Where immediate relief from traffic 
noise is desired, erect an  earthen 
dike, masonry wall, or solid wooden 
fence. The height should be sufficient 
to screen the noise source from view 
a t  the location to be protected. Land- 
scaping should be included to provide 



additional protection, when the trees 3. Where the residence is less than 
become larger, and to decrease the about 20 meters from the centerline 
reflection from the hard wall surface of the roadway, both trees and a solid 
back across the street. barrier are  necessary. 



Role of Land Use Planning 
in Noise Control 
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ABSTRACT.-A method for controlling outdoor noise through 
land use planning is presented. The method utilizes a computer 
model that broadly assesses the likely noise environments of a 
community on the basis of generalized land use and highway noise 
production and transmission conditions. The method is designed 
to enable town planners and other community decision-makers to 
identify those general areas that are potentially unsuitable for 
noise-sensitive types of development such as housing. The method 
also predicts probably changes in noise environments and in the 
suitability of those environments due to general changes in land 
use (development). The method does not require site-specific 
measurements. 

AS THE INTEREST of this confer- 
ence in the acoustic environment in- 

dicates, noise pollution is one of the 
hazardous and disagreeable byproducts 
of human activity that  warrants control. 
Historically, noise has been an undesir- 
able feature of city life. Since World 
War 11, however, i t  has become an un- 
desirable feature of communities in gen- 
eral. The population explosion of recent 
decades and the subsequent process of 
decentralized development have brought 
increasingly large numbers of suburban 
as well as urban residents into objec- 
tionable proximity to proliferating 
sources of noise. 

Insofar as the actual noise levels of 
offending sources in the environment 
a re  not likely to be reduced for some 
time, the abatement of noise pollution 
today depends largely on our ability to 
control noise in transmission. Con- 
trolling sound in transmission involves 
manipulating the effective proximity of 
a noise source and the noise-sensitive 
receiver. In  the outdoor environment, 

this manipulation constitutes the role of 
land use planning in noise-pollution 
control. 

Noise planning controls may operate 
a t  either of two scales. At a larger 
planning scale a re  general land use al- 
location noise controls. These are  pri- 
marily allocations of various types of 
development within a larger landscape 
context (such as a town) to appropriate 
noise-environment zones. In other 
words, noise-sensitive land uses are al- 
located to  quieter zones and noisier land 
uses are  allocated to noisier zones. Noise 
control is for the most part  a matter of 
isolating or aggregating land uses to 
prevent the undesirable exposure of 
noise-sensitive areas. At this scale, 
specific types of noise buffers between 
uses a re  not considered. 

At a smaller planning scale are  
what might be called land use manage- 
ment noise controls. These include the 
provision or  enhancement of various 
types of noise buffers between acoustic- 
ally incompatible land uses. In  other 



words, barriers, forests, fields, distances, total lack of such tools for noise-related 
and other buffers a re  maintained or planning purposes has led to the  re- 
managed between noisy land uses (fac- search reported here. A computerized 
tories, highways, shopping centers) and technique or methodology for control- 
noise-sensitive land uses (neighbor- ling outdoor noise through land-use 
hoods, schools, hospitals). Generally a t  planning is discussed. 
this scale, a particular noise problem is This technique is intended to provide a 
either controlled (for example, by con- practical basis for larger scale noise- 
structing a berm between a housing de- related land use planning. Specifically, 
velopment and a highway) or prevented our methodology is designed to enable 
(for example, by siting a school a t  a planners and other decision-makers to 
suitable distance from a factory). broadly identify those areas of the land- 

To date, these opportunities for noise scape within a community context that  
control through land use planning have a re  potentially unsuitable fo r  noise- 
not been presented in terms particularly sensitive types of development (for ex- 
useful to planners and other decision- ample, housing). I t  is further designed 
makers. With the exception of a high- to  predict probable changes in noise en- 
way-noise-simulation model developed vironments and in the suitability of 
by the firm of Bolt Beranek and New- those environments due to general 
man (Gallozvay et al. 1969), previous changes in uses of the landscape. The 
outdoor noise assessment techniques, notable feature of the methodology is 
notably "comn~unity noise reaction that  i t  does not require site-specific 
models" (Great Britain Committee 1963, measurements. 
EPA 1972), have relied entirely on site- We have also developed a nonmeas- 
specific measurements. Such measure- urement technique to aid smaller scale 
ments a re  both time-consuming and noise-related land use-planning and 
costly and therefore highly impractical management decisions (Fabos and 
for many planning purposes. In addi- Caszuell, 1977). However, this tech- 
tion, site measurements are  really useful nique, which is designed to enable users 
only in defining existing noise problems to estimate and avoid (through buffer- 
such as the extent to which noise from ing) potential noise conflicts between 
an airport affects the noise character of adjacent but different uses of the land- 
the surrounding landscape. Moreover, scape, is not discussed here. 
measurements require that  each noise This noise-pollution planning techni- 
problem be evaluated separately on the que was developed as  part of a larger 
basis of measurements pertaining only interdisciplinary research effort (on- 
to that  particular problem. In general, going a t  the University of Massachu- 
present noise models cannot be used setts) known as  the Metropolitan 
practically to assess multiple noise prob- Landscape Planning Model Project 
lems. Nor can they be used to predict (Fabos 1973). For a discussion of the 
the probable effects of proposed noise nature and operation of the Metropoli- 
intrusions (airports, industries, and tan Landscape Planning Model, which 
shopping centers) on surrounding en- deals with a variety of resource, hazard, 
vironments. and use-suitability aspects of the land- 

Planning, however, relies upon tools scape, see the paper by Fabos and Ferris 
that  are  both practical and predictive; included in these proceedings. 
that  is, assessment techniques and plan- 
ning guidelines that  can be used with THE NOISE ENVIRONMENT 
relative ease to evaluate in a general ASSESSMENT METHODOLOGY 
way a wide variety of existing or po- Noise is a dynamic phenomenon that, 
tential landscape situations. The almost once generated by a source, travels over 



a number of transmission paths to re- 
ceivers located a t  various distances from 
the original point or area of noise out- 
put. The noise level a t  a given receiver 
therefore depends upon the original 
strength of the noise a t  the source and 
upon the degree of loss in this strength 
that  is caused by the physical charac- 
teristics (trees, hills, pavement) of the 
transmission path along which the noise 
has traveled. 

The present noise methodology is 
based on this acoustic principle. For any 
given community, procedures were de- 
veloped for determining : (1) noise 
source areas and the likely strengths of 
these sources, (2) transmission loss 
areas and the likely degree of noise 
reduction provided by these areas, and 
(3)  the probable noise environments 
that  result from the transmission of 
noise from noise source areas through 
transmission-loss areas to other parts 
of the community. 

The basis for these three procedures 
is described below. An exemplary ap- 
plication of the methodology to the 
Town of ~ u r l i n g t o n  (located in the 
northwestern section of the Boston 
metropolitan region) for  data relating 
to 1971 is used to illustrate each pro- 
cedure. 

Procedure for determining 
noise source areas 

The procedure for determining noise 
source areas is based on two general 
types of noise sources that  may appear 
in the landscape: (1) land uses and 
(2 )  highways. 

Noise source areas were determined 
first by assigning a characteristic noise 
level to each land use and highway type, 
and second by aggregating those land 
uses and higl~ways having similar noise 
levels into land use and highway noise 
groups (tables 1 and 2).  The mapping 
of these groups for any town would 

Table I.-Assigned land use noise levels and resultant land use noise 
groups for land uses in the Town of Burlington in 197 1 

[A 1971 land use map aggregated according to these land use groups 
would yield a map showing the various land use noise source areas 
comprising the town for  tha t  year.] 

Land uses in land use noise group Assigned land use noise level 

Open space (wetland, forest, 
openland, abandoned land) 

Farmland 
Orchard 
Nursery 
Cemetery 
Estate  
Low-density housing 
Medium-density housing; 
lo~v-intensive recreation 

(golf course, driving range, drive-in) 
Townhouse 
Garden apartment 
Public institution 
Lighter industry 
Shopping center 
Medium intensive recreation 

(playground, athletic field) 
Str ip  commercial 
Intensive recreation 

(amusement park) 
Core commercial 
Heavier industry 
Mining (sand and gravel and traprock) 



Table 2.-Estimated highway noise levels and resultant highway noise 
groups for secondary and primary roadways in the Town of Burlington 
in 1971 
[Noise levels a r e  based on near-peak to peak-hour conditions of road use. 
A 1971 road map (USGS toposheet) , aggregated according to these highway 
groups, would yield a map showing the various highway noise sources com- 
prising the town for  tha t  year. I t  should be noted tha t  a t  the time of this 
mapping, the topography of the town would be used to make noise adjust- 
ments for  steep roadway gradients.] 

Highway (HW) characteristics Noise level 
(listener location = 12.5') 

HWl: 25 mph, 5-10 vehicles per mile; 
No % heavy trucks or buses; even flow; 
good road surface; shallow gradient 

HWz: 30 mph, 10-15 vpm; 
2.5% heavy trucks or buses; even flow; 
good road surface; shallow gradient 

HW3: 35 mph, 20 vpm; 
5% heavy trucks or buses; even flow; 
good road surface; shallow gradient 

HW.i: 35 mph, 30 vpm; 
570 heavy trucks or buses; even flow; 
good road surface; shallow gradient 

HW5: 35 mph, 30 vpm; 
5% heavy trucks or buses; uneven flow; 
good road surface; shallow gradient 

HWG: 40 mph, 35 vpm; 
10% heavy trucks or buses; even flow; 
good road surface; shallow gradient 

HW7 : 35 mph, 40 vpm; 
10% heavy trucks or buses; uneven flow; 
good road surface; shallow gradient 

HWs: 50-55 mph, 60 vpm; 
10% heavy trucks or buses; even flow; 
good road surface ; shallow gradient 

HW9: 60-65 mph, 90 vpm; 
10% heavy trucks or buses, even flow; 
good road surface; shallow gradient 

then yield the various noise source areas 
occurring within that  town. 

Land use noise levels were assigned 
on the  basis of results of a recent out- 
door noise-environment measurement 
survey undertaken by the State of Cali- 
fornia (EPA 1972). Although the noise 
produced by a noise environment varies 
greatly over a 24-hour period, this sur- 
vey statistically reduced the time-vary- 
ing noise output of each measured 
environment to a single composite noise 
level in dB (A).  (DB (A)'s are  fre- 
quency-weighted decibels measured on 
an A-network sound-level meter.) In 
cases where the surveyed environment 
was a single-use environn~ent compar- 
able to a land use type, the measured 

statistical noise level was assumed to be 
a valid expression of the noise generally 
associated with that  land use type. The 
noise levels of land use types not speci- 
fically sampled by the measurement sur- 
vey were estimated on the basis of the 
similarity of their noise-producing 
characteristics to one or another of the 
measured environments. 

Highway noise levels were assigned 
according to the highway noise simula- 
tion nlodel developed by Bolt, Beranek, 
and Newman (Gnllozony et nl. 1969). 
This model estimates the noise level in 
dB (A) of any highway on the basis of 
the typical noise contributions of its 
road and traffic characteristics. These 
include vehicular density (in vehicles 



Table 3.-Transmission loss groups and figures based on dominant land use 
characteristics for land uses in Burlington in 197 1 

[A 1971 land use map aggregated according to these groups would yield a 
map showing the transmission loss areas comprising the town for  that  year. 
Transmission loss figures a r e  given in decibels per thousand feet (dB/lOOO1) 
or decibels per doubling of distance (dB/dd), depending upon which rate  of 
noise reduction is more appropriate fo r  the predominant landscape 
characteristic.1 

Dominant physical Land uses in Transmission loss 
characteristic transmission loss group figure 

Wet land 
GrassJlow vegetation 

Trees (less than 
30% crown closure) 
Trees (30-80% 
crown closure) 
Trees (greater than 
80% crown closure) 
Hard ground/pavement 
1-2 story structures 
(scattered) 
1-2 story structures 
(less scattered) 
1-2 story structures 
(verylarge)  

2+ story structures 

Land form 

Water  

Wet land 
Farmland, open land, 
golf course, playground, 
cemetery, athletic field 
Orchard, nursery, 
abandoned land, estate 
Forest 

Very dense forest 

Amusement park, drive-in 
Low-density housing 

Medium-density housing 

Shopping center, s t r ip  
commercial, heavy 
industry 
Townhouse, garden 
apartment, light industry, 
public institution, 
core commercial 
Sand and gravel, traprock 
mrnlng 
Open water 

per mile), vehicular speed (in miles per 
hour), traffic composition, traffic flow, 
road surface, road gradient, and listener 
location. 

Procedure for determining 
transmission loss areas 

The procedure for determining trans- 
mission loss areas is similar to that  used 
for  determining land use noise source 
areas. Transmission loss areas were 
determined first by grouping land use 
types according to the similarity of their 
dominant physical characteristics (pave- 
ment, grass, trees, one-story buildings, 
etc.), and second by assigning to each 
group a figure of transmission loss that  
reflected in a very general way the rate 
of noise reduction provided by that  
group's dominant physical character- 
istic (table 3 ) .  The mapping of these 

groups for any town would then yield 
the various transmission loss areas oc- 
curring within that  town. 

Transmission loss figures were extra- 
polated wherever possible from the re- 
sults of previous studies concerned with 
the transmission of noise in the outdoor 
environment (Sitnonson 1955, Emble ton  
1963, Winterbo t tom 1965, S e x t o n  1969, 
Robinette 1972, Aylor  1971 and 
1972). They are, however, only very 
general estimates of average landscape 
transmission loss and do not account for 
noise reductions due to air,  temperature, 
wind, or possible differences in terrain. 

Procedure for calculating 
noise environments 

A computer model was developed to 
compute the various noise environments 
that  would result when noise from 



source areas traveled through trans- 
mission loss areas to other parts of the 
town. The model assumes that  each 
noise source area mapped for a town can 
be represented as an aggregate of 
smaller individual noise sources or 
sourcelets distributed either within that  
area (in the case of land use noise 
sources) or along the length of that  area 
(in the case of highway noise sources). 

To establish a basic acoustical rela- 
tionship between the noise level corres- 
ponding (assigned) to a noise source 
area and the  noise strengths of the 
sourcelets necessary to produce that  
noise level, the model further assumes 
that  the noise strengths of sourcelets 
comprising a land use noise source area 
are such that, if the entire mapped re- 
gion were composed of the same source- 
let strengths and the same rate of 
transmission loss, the noise level corres- 
ponding to that  land use source area 
would result. Analogously, the model 
assumes that  the noise strengths of 
sourcelets along a highway noise source 
a re  such that, if the highway were 
straight, the noise level corresponding 
to that  highway source would result. 

Input to the computer model includes 
sets of digitized data corresponding to 
numerous points (sourcelets) on the 
noise source and transmission loss maps. 
These digitized points serve to locate on 
an x-y coordinate system the sourcelets 
distributed within each land use noise 
source area and transmission loss area 
and along each highway noise source 
area mapped for a town. The sets of 
digitized data corresponding to each 
map are  then successively manipulated 
by four computer programs run in a 
prescribed sequence. 

The final printout is a spatial display 
of originally digitized points. At  each 
point, the "new" noise level resulting 
from the transmission of sourcelet noise 
through the landscape is given in sym- 
bolic form. The computation of these 
new noise levels includes the effects of 
spatial attenuation - the natural reduc- 

tion in noise due to spherical spreading 
as noise travels away from a source. 

Each symbol on the final printout 
represents a 10-dB (A) range of noise 
levels. By manually tracing a line along 
the interface of different printed sym- 
bols and by converting these symbols to 
the noise-level ranges they represent, a 
noise map is produced. This map il- 
lustrates what are  in effect the various 
general noise environments of the region 
represented by the original noise source 
and transmission loss map (fig. 1). 

Utility of the noise map 
With the noise map, a planner or 

other decision-maker is for the first time 
provided with the information necessary 
to carry out planning policies that  re- 
flect the potential noise suitability of 
different parts of a town for different 
types of development. 

For example, a planner might decide 
that  i t  is desirable to restrict all future 
noise-producing landscape uses such as 
airports, shopping centers, and certain 
industries to already noisy areas. The 
noise map of the town shows where 
these existing noisier environments are. 
Alternatively, the planner might decide 
to set aside quite areas of the town for 
the location of proposed noise-sensitive 
uses such as low-density housing, hospi- 
tals, schools, and libraries. Again, the 
noise map of the town shows where 
these quieter environments are. 

In  his approach to these noise control 
planning decisions, the planner may be 
as specific or as general as the noise map 
allows. On one hand, he may establish 
detailed development policies for each 
of the different noise environments ap- 
pearing on a noise map. On the other 
hand, he may choose to group several 
noise environments into a few major 
noise categories, which generally sum- 
marize his noise planning objectives for 
the town. 

A review of pertinent literature in- 
dicates that there are  two views or con- 
cepts of environmental noise pollution 



Figure I .-The 197 1 noise map produced by computer for the 
Town of Burlington, Massachusetts. The map is based on the 
noise interaction among land use and highway noise source 
areas and transmission loss areas occurring in the town in 197 1 .  



tha t  might be used to provide a basis 
for  a more specific approach to noise 
control planning and decision-making. 

The first view or planning concept is 
based on noise-complaint history and 
urban noise-annoyance surveys (Great 
Britain Committee 1963, EPA 1972). 
This view suggests that  all acoustically 
different uses of the landscape are to 
varying degrees incompatible and so 
should not occur adjacent to one another 
without some buffering. In other words, 
the various noise environments on a 
noise map would be to some extent de- 
graded if land uses or highways having 
noise levels (tables 1 and 2) above 10- 
decibel noise level ranges were allocated 
to those environments. The greater the 
difference between the noise level of the 
proposd use and the noise-level range 
typical of the existing environment, the 
greater the loss in noise quality to the 
affected part  of that  environment, as- 
suming no noise buffering landscape de- 
vices (trees, hills, berms, etc.) a re  al- 
ready present or a re  intended to be used. 

The second view or planning concept 
is based on people's reactions to aircraft 
noise (Kry ter  1968). This view sug- 
gests that  intrusive outdoor noise con- 
stitutes no perceivable impact when 
below a basic annoyance threshold of 
about 55 dB (A) .  In other words, the 
introduction of a use having a typical 
noise level of 55 dB (A)  or less would 
not be expected to negatively affect the 
noise quality of any noise environn~ent 
appearing on a noise map, even if the 
environment in question were sub- 
stantially quieter than the proposed use. 

According to the first of these 
noise control planning concepts, a town 
planner may reasonably establish a de- 
velopment policy whereby only uses 
that  a re  as quiet as or quieter than a n  
existing noise-map environment may be 
introduced into that  environment unless 
special measures are  taken. Alterna- 
tively, according to the second planning 
concept, the planner may reasonably 
establish a similar but less stringent 

(and perhaps less ideal) development 
policy affecting only those proposed uses 
whose typical noise levels exceed 55 
dB (A) .  Either way, the point is that  
the planner is enabled by spatial infor- 
mation in the form of a noise map to 
formulate specific noise pollution pre- 
vention policies and plans for all sectors 
of his community. 

A more general approach to noise 
control planning and decision-making 
would be to use the noise map in a some- 
what different way. A practical example 
of this type of approach might be as  
follows. 

On the basis of the range of noise 
environments that  may occur on a noise 
map, the planner identifies three general 
zones - A, B, and C - to summarize 
his noise-planning objectives for the 
community. Zone A would include those 
noise environments that  a re  potentially 
hazardous or unsafe in terms of people's 
hearing. It has recently been established 
that  an  e x ~ o s u r e  of several hours to 
noise levels of about 75 dB(A) on a 
daily basis results in some degree of 
permanent hearing loss in most people 
(EPA 1972). Zone A would therefore 
be composed of noise environments 
having general noise levels of 75 dB (A) 
or more. These are  areas of the land- 
scape that  a re  potentially unsuitable 
for  residential and other noise-sensitive 
types of developnient unless buffers of 
some kind are  provided. As a general 
rule, the planner would restrict zone A 
landscapes to noisier commercial, in- 
dustrial, and recreational activities. 

Zone B would include those noise en- 
vironments that  are  potentially annoy- 
ing to people residing in them. Some 
noise-annoyance studies suggest that  the 
first signs of annoyance in persons liv- 
ing in quiet low-density residential 
neighbcrhoods are produced by noise 
levels exceeding 45 dB(A)  (Great 
Britain Conzrrzittee 1963, EPA 1972). 
Other studies suggest that  annoyance 
in sensitive (quiet) community areas 
begins only with noise levels exceeding 



Figure 2.-The 1971 noise map for the Town of Burlington 
aggregated according to three noise-level zones. (It should be 
noted that had the B zone begun a t  55 dBA rather than 45 
dBA as shown, the area represented by the zone would have 
been considerably smaller.) 



55 dB (A) (Kryter 1968). Depending on 
the planner, zone B would therefore be 
composed of noise environments having 
general noise levels between 45 or 55 
dB (A) and 75 dB (A) .  These are areas 
of the landscape that  are  probably suit- 
able but not always ideal for a range of 
development types. In general, the 
planner would allocate higher density 
housing, industrial parks, recreation 
uses such as golf courses, and the like to 
zone B landscapes. The decision to al- 
locate quieter uses to B zones would 
reflect the overriding quality of other 
physical and cultural aspects of the 
landscape. 

Finally, zone C would include the re- 
maining noise environments, those that  
are neither potentially hazardous nor 
potentially annoying. These are areas 
of the landscape that are entirely suit- 
able for all types of development. Inso- 
f a r  as possible, the planner would 
reserve zone C for activities that  
would not degrade the existing noise 
environment. 

In cases where a planner is interested 
in assessing a town from several en- 
vironmental standpoints in addition to 
that  of noise (for example, potential air  
pollution, flooding, water supply, sand 
and gravel supply, etc.), the A-B-C 
noise-zone map that results from this 
summarization of a noise map may be 
of even greater planning use than the 
more detailed noise map from which i t  
is derived (fig. 2 ) .  

DISCUSSION 
There are  three basic features of the 

noise enviroment assessment method- 
ology that  recommend i t  as a technique 
for larger scale noise-related land use 
planning. 

First, i t  requires no measurements 
and so is practical to use. The only 
source information required is a land 
use map and a U.S.G.S. quadrant map 
or  other roadway/topography map (cor- 
rected for highway noise character- 
istics) of the town to be assessed. 

Although a certain amount of traffic- 
data collection and digitizing is required, 
the time/cost involved is small com- 
pared to that  of multiple on-site meas- 
urements and measurement analyses. 

Second, the methodology i s  designed 
to operate a t  the community scale. The 
noise environments comprising an en- 
tire community or  even a group of 
communities can therefore be assessed 
a t  once. This provides a useful over- 
view of the noise situation and a context 
for subsequent decision-making. 

And third, the effects of any proposed 
change in land use/highway develop- 
ment on the surrounding noise land- 
scape (changes in noise envi,ronments) 
can be predicted simply by redigitizing 
the points on the land use or highway 
noise source maps and the transmission 
loss may where the change is to occur. 
Rerunning the program sequence yields 
a new noise map. In this way, the noise 
consequences of any land use allocation 
decision (and its alternatives) can be 
evaluated before changes in the land- 
scape a re  actually made. 

Each of these features makes the 
methodology a useful tool for landscape 
planning and therefore a useful method 
of noise pollution control. However, as 
the first noise-environment simulation 
technique of its kind, the methodology 
understandably exhibits one apparently 
significant limitation: i t  lacks the ac- 
curacy provided by site-specific measure- 
ments. 

Unfortunately, the noise-producing 
and transmitting characteristics of the 
landscape do not often easily lend them- 
selves to generalization. For this reason, 
we have sometimes been forced in our 
methodology to make assumptions 
about the noise landscape that  do not 
necessarily represent reality. This is 
especially true of the assignment of 
transmission loss values and certain 
land use noise levels. 

The issue of accuracy as a method- 
ological limitation, however, must be 
considered in light of two important 



facts. In the first place, as acousticians 
acquire more land use noise data and 
better expressions of transmission loss, 
these can be easily incorporated into the 
present assessment procedure. 

In the second place, the noise method- 
ology is not designed for smaller scale 
land use allocation/management pur- 
poses. Although better base data are  
always desirable, the likely noise en- 
vironments now illustrated by the com- 
puter-generated noise map a re  in all 
probability quite suitable for the level 
of decision-making that  they are  in- 
tended to influence. 

CONCLUSION 
We believe that  our environmental 

noise assessment methodology provides 
a much-needed basis for large scale 
land use-related noise pollution evalua- 
tion and prevention. We recognize, how- 
ever, tha t  in the absence of standard 
noise-environment modelling proce- 
dures, numerous assumptions and gen- 
eralizations were made about the 
relationship between the production/ 
transmission of noise and certain char- 
acteristics of the physical landscape, 
primarily land use. With the exception 
of highway noise simulation, no prece- 
dent exists for making such generaliza- 
tions. Those made here represent what 
is in effect a professional interpretation 
of available site-specific (measured) 
noise production and attenuation data. 
The validity of the assessment method- 
ology is therefore based largely on an- 
alogies and inferences made from 
empirical noise-related research. 

This approach to noise tends to be 
problematic from several points of view. 
First,  the nature of generated and trans- 
mitting noise in the outdoor environ- 
ment is often highly variable. Although 
various examples of some types of land 
uses, such as  low- and medium-density 
housing, can be reasonably said to con- 
tribute on the average a similar amount 
of noise to the environment, various 
examples of other land use types, such 

as industry, may be responsible for very 
different amounts of noise output. For 
example, the difference in the outdoor 
noise levels generated by a plastics 
factory and a paper mill may be sub- 
stantial. Generalizing about the noise 
output of a land use typed "industry" 
is therefore likely to underestimate the 
noise contributions of some industrial 
land uses while overestimating the noise 
contributions of other industrial land 
uses. 

The variability in transmitting noise 
is even more of a problem. Noise in 
transmission is complexly affected not 
only by all the elements of the land- 
scape with which i t  comes in contact, 
but also by the arrangement of those 
elements, that  is their location and 
orientation with respect to the noise 
source area. Furthermore, the degree 
to which noise is affected by the land- 
scape depends upon the kind of noise 
that  is generated (its predominant fre- 
quencies) as well as the areal extent of 
the source itself. To estimate the effect 
of a land use noise source on a receiver 
located some distance away is therefore 
f a r  from simple. 

Second, the body of data pertaining to 
those aspects of the outdoor noise en- 
vironment (particularly noise in trans- 
mission) which are  of interest in 
noise pollution control is not large. 
Since generalizations better approxi- 
mate reality when drawn from num- 
erous observed results, especially where 
the observed phenomenon is as  complex 
as is noise, this is a fundamental 
problem. 

Third, the lack of pertinent noise data 
is compounded by the fact that  the 
comparability among investigated situa- 
tions is low. Different measuring instru- 
ments are  often used. Different source 
and receiver conditions are  often Sam- 
pled under still different landscape con- 
ditions. Even observed results are  
sometinies expressed in terms that  to 
the non-engineer appear to bear little 
resemblance to one another. Drawing 



generalizations that  can be applied 
easily to the problem of outdoor noise 
pollution control is made difficult by 
these experimental differences. 

Finally, among the somewhat com- 
parable noise experiments that  have 
been undertaken, results are  a t  times 
conflicting. For example, measured re- 
ductions of point-source noise in forests 
range from as little as 1.0 dB/100 feet 
of vegetation to as much as 7.0 dB/100 
feet of vegetation (Smith 1970). Until 
such experimental discrepancies are ex- 
plained and resolved, attempts to apply 
empirical noise data must always be 
rather frustrating. 

Despite these problems, i t  is felt that  
the approach taken in formulating the 
assessment technique presented here is 
entirely appropriate for and necessary 
to larger scale noise control planning 
purposes. In fact, if understood as a 
preliminary effort to translate observed 
acoustical data into a usable form for 
planners and others whose decisions in- 
fluence the noise environment, we be- 
lieve our niethodology is an extremely 
valuable noise-planning tool even as i t  
now stands. Without question, however, 
more empirical noise data and better ex- 
pressions of landscape noise character- 
istics are  needed, particlularly as re- 
gards (1) the noise-producing tend- 
encies of acoustically complex and 
highly variable land use types such as 
industry and (2) all aspects of noise in 
transmission through the landscape. 
With more observed and comparable 
results, more representative generaliza- 
tions about those results can be made. 

Greater interaction between planners 
and accoustical engineers/scientists is 
therefore warranted. The apparent lack 
of communication between these profes- 
sionals to date is responsible for many 

of the problems described above and 
encountered in our research. If noise 
pollution is to be practically controlled 
in the forseeable future, i t  is the re- 
sponsibility of planners to articulate 
their noise-information needs, while i t  is 
the responsibility of acoustical scientists 
to generate the necessary information 
and translate i t  into understandable and 
easily applied terms. 
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A First-approximation 
Urban-air-quality Indicator 

by DENNIS M. PAPROSKI and JULIAN R. WALKER, staff econo- 
mists, Economic Council of Canada, Ottawa KIP 5V6. 

ABSTRACT.-Development of the first-approximation-urban-air- 
quality indicator was reported by t,he Economic Council of Canada. 
The indicator takes account of ambient concentrations of five pol- 
lutants: sulfur dioxide, particulate matter, oxides of nitrogen, 
carbon monoxide, and total oxidants. Epidemiological evidence 
indicating the potential impact of these pollutants on human 
health is also reported. Values of the indicator are calculated for 
the years 1971-74 for a number of Canadian cities: the overall trend 
appears to be toward cleaner air, though concentrations of oxidants 
and nitrogen oxides have increased. 

THE CHARACTER OF 
URBAN CENTERS 

DESPITE THE HUMAN TEND- 
ENCY to build urban islands of 

man-made physical environments, our  
cities a r e  highly dependent upon their 
interaction with natural ecosystems. In  
days gone by, cities have always tended 
to  be built in  the  most productive areas 
within natural ecosystems. By replacing 
plant and animal life with asphalt and 
concrete, houses and factories, and the  
products and residuals of production 
and consumption, man has created 
deserts in which there is minimal nat- 
ural energy production and maximum 
human energy use. To fill this gap  in 
net energy requirements, the city 

dynamic, and the interface ( the "urban 
confrontation") is often abrupt. The  
flow of energy and natural resources 
into the  man-made centers and the  out- 
flow of man-made products, services, 
and residuals is continuous, causing a 
shif t  in costs and benefits across the  
interfaces. However, this a rea  of urban 
confrontation is sufficiently distinct t o  
describe the  walls t ha t  encase the  "frag- 
ile bubble-world" referred to by Mowat : 

"When, and if, man comes to regard 
himself a s  being in effect a n  alien 
entity in the ancient world t h a t  formed 
him, then he will have become the 
ultimate egomaniac, imprisoned in a n  
infinitely fragile bubble-world of his 
own contriving - and unquestionably 
doomed." 

Farley Mowat, Tundra, 
McClelland and Stewart,  Ltd., 
Toronto, 1973, p. 13. 

spreads its tentacles throughout the  Unfortunately, the  degree to which 
ecosystem. human activity affects the remaining 

The  interaction between the  energy- elements of the  natural  environment 
deficient man-made environment and the  tha t  exist within cities is still difficult 
energy-surplus natural environment is t o  define and, therefore, to  include in 



the derivation of an  urban environ- 
mental quality indicator. 

The human population itself is ex- 
posed, a t  least to some extent, to pol- 
lutants that  i t  generates; and if we 
assume that  urban populations are  
(statistically) normally distributed with 
respect to susceptibility to environ- 
mental contaminants, we can see that  
the population potentially a t  risk serves 
as  a convenient common weighting 
factor for aggregating the social im- 
pacts of environmental pollutants across 
urban areas (even though we are  aware 
that  a i r  quality can differ greatly from 
point to point within each area).  Be- 
cause contaminated water can be 
avoided or rendered safe before use and 
because North Americans a re  protected 
against pollutants that  may affect their 
food (by way of public controls and the 
availability of a great variety of food 
stuffs and food sources), the element of 
environmental pollution most critical to 
human health is the quality of a i r  that  
urban populations must breathe. For 
these reasons the Economic Council of 
Canada developed its first environ- 
mental quality indicator in consideration 
of urban a i r  quality. 

DIMENSIONS OF AIR QUALITY 

The popular perception of a i r  pollu- 
tion is that, if you can see i t  or smell it, 
it's "bad." This is, of course, a gross 
oversimplification : some pollutants, such 
as  carbon nionoxide or lead, may be 
completely undetected by the human 
senses a t  typical ambient concentra- 
tions. On the other hand, preoccupation 
with the multitude of elements and com- 
pounds that  may pose a threat to human 
life in isolated instances may obscure 
general trends in a i r  quality. 

In constructing our first-approxima- 
tion-air-quality indicator, t h e  choice of 
which pollutants to include was largely 
pragmatic. That  is, we included all the 
pollutants that  are  measured on a 
roughly consistent basis in most large 

urban areas in Canada. These a re  sulfur 
dioxide, nitrogen oxides, total oxidants, 
particulate matter, and carbon mon- 
oxide. A sixth pollutant group, total 
hydrocarbons, was rejected because of 
imprecise measurement and the absence 
of generally accepted criteria of safe 
ambient concentrations. 

To provide guidance in our choice of 
pollutants to be included in the indi- 
cator, and also to confirm the choice of 
pollutant weights (relative severity 
factors), we undertook a statistical an- 
alysis of the relationship between a i r  
pollution and health. Weekly average 
ambient concentrations of the six pol- 
lutants mentioned above were related to 
hospital admissions among the most 
sensitive members of the population 
(tliose under 15 or over 45) for five 
categories of respiratory disease. In 
addition, a temperature variable was 
used to control for seasonal variations. 
Data were available for the last 41 
weeks of 1972 for the cities of Windsor, 
Ontario, and Edmonton, Alberta. 

Hypothesizing a simple linear rela- 
tionship, we fitted regression equations 
for each category of respiratory disease 
by the technique of ordinary least 
squares. The coefficients, t-statistics, and 
coefficients of multiple determination 
(R-2) for  selected equations are  shown 
in table 1. 

The results, in summary, imply that, 
indeed, oxidants a t  levels found in am- 
bient a i r  in several Canadian cities a re  
significant contributors to hospitaliza- 
tion for, in particular, upper respiratory 
ailments but other categories of respira- 
tory ailments as well; this despite the 
general Canadian perception that  condi- 
tions such as  those found in Los Angeles 
a re  f a r  removed from Canadian cir- 
cumstances. Likewise, for  Windsor, 
nitrogen oxides and, to some extent, 
sulfur dioxide a i r  pollutants have some 
significant bearing on the respiratory 
well-being of individuals. And the re- 
sults from our investigation of hospital- 
ization in a third city, Sudbury, Ontario, 



Table I .-Selected regression results 

Independent Variables 
Item 

SOz COH NO, TOX HC CO TEMP R.2 

WINDSOR, ONT.: 
Upper respiratory .2 -.5 1.6 2.3 - .3 -2.2 - .2 .42 
Infections ( .2) ( P . 4 )  (1.4) (1.1) (- -9) (-2.0) (-1.2) 

2.6 4.0 - .3 .39 
(2.5) (2.4) 

Pneumonia 1.6 -.l 1.2 
( 4.3) 

1.7 - .4 -1.7 - .1 .37 
(2.2) ( - 1  (1.1) ( .8) (-1.3) (-1.6) (- -5) 

2.2 3.4 - .2 .24 
(2.1) (2.0) (-2.9) 

EDMONTON, ALTA. : 
Upper respiratory 12.6 40.5 8.3 -4.0 - .1 .22 
Infections ( .7) ( .5) (3.4) (- .9) (-1.3) 

8.9 - .1 .26 
(3.9) (-1.7) 

Values in brackets are T-statistics. 

Table 2.-Correlation coefficients, Windsor, 1972 

Item SO2 COH NO, TOX HC CO Temp 

soz 1.0 - - - - - - 
COH .42 1.0 - - - - - 
NO, - .01 .05 1.0 - - - - 
TOX - .17 .OO .13 1.0 - - - 
HC .23 .39 - .40 - .51 1.0 - - 
CO - -11 - .30 - . l l  .38 .01 1.0 - 
TEMP - .39 - .55 - -01 - .10 - .34 .80 1.0 

indicate that  sulfur dioxide and particu- 
late matter, alone or combined, do not 
provide a sufficient proxy indicator for  
all airborne pollutants in that  hospital- 
ization for  respiratory ailments are  not 
significantly explained by the occur- 
rences of these pollutants. In all, this 
epidemiological examination lends sup- 
port to the contention that  the tradi- 
tional concern (sulfur dioxide and 
particulate matter) i l~ust  be extended to 
a wider array of pollutants ; an indicator 
based on several pollutants is not a suf- 
ficient proxy for  the general quality of 
urban air. Since, moreover, there a re  
many costs to a i r  pollution other than 
hospitalization for respiratory ailments, 
we also reject an  air-quality proxy in- 
dicator based merely on oxidants, nitro- 
gen oxides, and sulfur dioxide. 

Simple correlation coefficients among 
pollutants (table 2) provide further 

statistical evidence that  the five pol- 
lutants included in the indicator cannot 
be reduced further by using one vari- 
able as  a proxy for one or more others : 
only one of these coefficients is as  high 
as  0.5 (although two related to the cor- 
relation between pollutants and temp- 
erature a r e  also higher than 0.5). 

In addition, the literature on the 
health effects of a i r  pollution provides 
numerous references to the increased 
impacts (synergism) that  can be ex- 
pected when two or more a i r  pollutants 
occur simultaneously ; there are, in addi- 
tion, a few references to decreased im- 
pacts. The most notable evidence 
suggests that  particulate matter (par- 
ticularly small, respirable-sized parti- 
cles), together with sulfur dioxide, may 
have an impact greater than the com- 
bined impact of both pollutant groups 
considered separately. Similarly, some 



experts treat ozone (oxidants) as  a out regard for the difference in units of 
synergistic effect of the presence of measurement. 
nitrogen oxides and hydrocarbons to- 
gether with sunlight; we have included 
ozone (oxidants) as  a pollutant in its 
own right although we realize that  eni- 
issions of the two precursors provide the 
only policy options for control purposes. 

RELATIVE SEVERITY FACTORS 
From medical evidence, and from our 

own epidemiological study, i t  is clear 
that, a t  the same concentration, differ- 
ent pollutants give rise to impacts of 
differing severity. To take account of 
this rather obvious fact, the concentra- 
tion of each pollutant is weighted by a 
"relative-severity factor." 

The relative-severity factor for each 
pollutant is based on the 24-hour aver- 
age criterion established by the Ontario 
Ministry of the Environment, this cri- 
terion being the only common time base 
for which criteria are  stated for all five 
pollutants. 

The severity factors a re  in inverse 
proportion to the 24-hour criteria ; hence 
total oxidants have the lowest acceptable 
concentration - 0.03 parts per million 
- and therefore have the highest rela- 
tive severity factor -267. Table 3 shows 
the Ontario criteria and the severity 
factor for the five pollutants. Note that  
the scale of the factors is set by arbi- 
trarily denoting the factor for carbon 
monoxide as  equal to one. Finally, since 
the criteria indicate that  one COH has 
eight times the impact of one part  per 
million of carbon monoxide, the severity 
factor was determined accordingly with- 

CALCULATING THE INDICATOR 
The air-quality indicator for any one 

urban area is a weighted sum of the 
annual average 24-hour concentrations 
of the five pollutants and a synergism 
factor (to be discussed shortly). The 
annual mean concentration is multiplied 
by the relevant severity factor; the 
products are  labelled "impact units per 
capita," and they can be added to yield 
a "city-pollution index." These calcula- 
tions a re  depicted schematically in 
figure 1. 

The synergistic impact of sulfur diox- 
ide and particulate matter is assumed to 
be limited by the lesser occurrence of 
either one or the other pollutant. Con- 
sequently, as shown in figure 1, this 
factor enters the calculation of the city- 
pollution index (CPI) as the lesser of 
the value of the impact units per capita 
for these two pollutants; i t  is not 
directly calculated from any ambient a i r  
concentration data. 

The CPIs a re  roughly comparable 
from city to city and provide relative, 
not absolute, descriptions of urban a i r  
quality between cities and over time in 
any one city. For public policy pur- 
poses, the latter time series is very use- 
ful not only because i t  gives a gross 
picture of air-quality changes, but be- 
cause i t  reflects, from its component 
parts, the possible impacts of a i r  pollu- 
tion on the population; clearly, such in- 
formation will suggest control priorities 
that  might provide substantial benefits 

Table 3.-Relative severity factors 

Ontario Relative- 
Pollutant Units 24-hour severity 

criteria factor 

Carbon monoxide ppm 8.00 1 
Nitrogen oxides ppm .10 80 
Oxidants PPm .03 267 
Sulfur dioxide PPm .10 80 
Particulates coefficient of haze per 1.00 8 

1,000 ft.  of a i r  



CALCULATI NG THE INDICATOR 
Ambient Air: Relative Per Capita 
Average Severity Pollution Population Total 
Concentrations x Factor Impact x At Risk Impact 

for each urban area 
Total Oxidantsu 
In PPm 

t n  X 0-0 

Nitrogen ,-, -.o x o -----+ n 
Oxides In pprn 
Sulphur 
Oxides In ppm O X @  

-0-0 x 0-0 
I 

Synergistic 1 
Impoct (Lesser 0-0 x D -.a 

Particulate 

CoH x El 
I 

oer I000 ft. *n+o x 0 - 0  

of air 
Carbon 
hlonoxide a X -13 x 0-0 

In ppm 

Figure I .-Calculating the indicator. 

-not merely a nebulous statement about 
the weight or  volume of different pol- 
lutants in ambient air. 

The impact units per capita for each 
pollutant and synergism a re  multiplied 
by the population potentially a t  risk to 
yield what we call "impact units." These 
products a re  added, by pollutant, for all 
cities in the sample to yield an  "urban 
pollutant sub-indicator" which provides 
a comparison, over all cities combined, 
of the relcit.ive importance of each pol- 
lutant, in any one year, and, when meas- 
ured over several years, of the emerg- 
ing or diminishing iniportance of each 
pollutant group in respect of all citizens 
living in all urban areas considered in 
the compilation of the indicator. 

The sum of the urban pollutant 
Sub-indica,tors, including synergism, is 
defined as  the "urban air-quality 
indicator.'' 

The first - approxin~ation - ai r  -quality 
indicators are, in fact, social indicators 
in that, if all the pollutants had the same 

annual average concentration in 1975 
as  in 1974 (and given the  constant 
relative severity factors) and a t  the 
same time the population of the cities 
increased, all urban pollutant subindica- 
tors would increase in 1975, implying a 
fall in the quality of life, in respect to 
the a i r  environment. In other words, 
the quality of life (at least in respect 
to this one aspect of reality) is improved 
if individuals move from areas of high 
a i r  pollution to areas of relatively low 
a i r  pollution, and the converse would 
also hold ; not an  unreasonable assump- 
tion in our estimation. 

Of course, the purpose of improving 
the quality of life could be more effec- 
tively, and probably more economically, 
achieved by reducing the emissions and 
thereby the concentration of airborne 
pollutants. One might note also that  
dispersion of emissions (by high stack 
and/or escape-velocity management) 
could also lower the pollutant subindica- 
tors, provided that  the pollutants do not 



merely fall out on some other urban area 
included in the indicator. This, a t  one 
time, implies that  dispersion can pro- 
vide a means to improve urban living 
standards and yet, that  i t  can only be 
seen as  a partial solution; ideally the 
compilation of the indicator will be ex- 
tended to all urban areas (and to rural 
population where the risk is high). Like- 
wise, as  the implications of the impact 
of a i r  pollution on the nonhuman ele- 
ments of the environment are  incorpo- 
rated into the relative-severity factors, 
the inclusion of air-pollution data from 
rural areas may render the strategy of 
dispersal less effective in lowering the 
value of the pollutant subindicators. 

Imposing urban-generated costs on 
the rural portion of the same or other 
ecosystems of which the city is merely a 

part,  can, and eventually must, reduce 
the benefits the city and its population 
must obtain from the countryside. 

Finally, like the gross indicators of 
economic activity (gross national prod- 
uct, price indices, unemployment rates, 
etc.) , the generality of the urban-air- 
quality indicator provides little more 
than a glimpse of reality; like its count- 
erparts, however, i t  can provide com- 
parisons with previous time periods and 
therefore can generate public and politi- 
cal interest in delving deeper into its 
component parts and distributional 
aspects. 

SOME RESULTS 
The urban-air-quality indicator has 

been calculated for the years 1971-74 
and is plotted on the upper portion of 

THE URBAN AIR QUALITY INDICATOR, 
CANADA AND SELECTED CITIES 1971-74 
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Figure 2.-The urban air-quality indicator, Canada and selected 
cities, 197 1-74. 



figure 2. As the graph shows, the in- 
dicator fell substantially between 1971 
and 1973, reflecting improved a i r  qual- 
ity. In 1974, however, the indicator rose 
again, but remained below the 1971 
level. In the absence of large population 
movements over this period, these trends 
can be attributed directly to changes in 
ambient concentrations of the pollutants 
measured. 

City pollution indices for four repre- 
sentative urban areas a re  plotted on the 
lower portion of figure 2 (the indicator 
includes data from 11 Canadian cities). 
With the exception of Edmonton, these 
cities reflect the national trend of im- 
proved a i r  quality through 1973, worsen- 
ing by various degrees in 1974, the 
most dramatic reversal taking place in 
Sudbury. 

Further disaggregation, by pollutant, 
reveals the nature of the decline in a i r  
quality in 1974. Figure 3 compares the 
1971 and 1974 levels of the pollutant 
sub-indicators, totalled across the 11 
cities. Reflecting traditional concern for 
a i r  quality in terms of the popular pol- 
lutants, and the resulting decline in 
ambient levels by abatement and dis- 

persion, the indicators for carbon mon- 
oxide, sulfur dioxide, and particulate 
matter have all declined substantially 
over the 4-year period. The new pol- 
lutants, oxidants and oxides of nitrogen, 
on the other hand, have increased con- 
siderably. Since oxidants are  formed by 
photochemical reactions in the atmos- 
phere, for  which nitrogen oxides are  a 
necessary input, the increase in ambient 
concentrations of these two pollutants 
can probably be explained in terms of 
emissions of the latter alone. 

Nitrogen oxides are  one of the prod- 
ucts of fuel combustion: if the flame 
temperature is high enough, atmos- 
pheric nitrogen is oxidized. A nation- 
wide inventory of pollutant emissions 
compiled by the Federal Department of 
the Environment for 1970 reveals that  
motor vehicles accounted for some 58 
percent of total NO, emissions, and that  
stationary combustion such as  power 
generation and incineration accounted 
for most of the remainder (34 percent 
of the total). 

One can speculate, therefore, that  the 
increase in the subindicators for oxi- 
dants and nitrogen oxides reflect the 

TRENDS IN POLLUTANT SUB- INDICATORS 
IMPACT 
UNITS TOTAL: ELEVEN CANADIAN CITIES 1971-74 
x 106 

4 5 r  - 

Total Total Carb.on Sulphur Particulate Synergism 
Oxidants Oxides of Monoxide Dioxide Matter 
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Figure 3.-Trends in pollutant subindicators, eleven Canadian 
cities 197 1-74. 



increase in the urban automobile popula- this one aspect of the total reality is 
tion and the relative lack of control of changing, information that  is easily 
NO, by new-car emission standards, a t  understood by the society and its 
least prior to 1973. The effect of exhaust political leaders. 
gas recirculation, first used on some 
1973 models, will not significant]y re- If the indicator is changing, we (in- 

duce NO, concentrations until these cars dividuals, society, and the decision-mak- 

make up a significant portion of the ers) will want to know what control lable 

automobile age structure. factors are influencing the change and 

As a final note on the analytical util- what the distributional aspects of these 

ity of the indicator, we should out changes are. This the indicator and its 
its ~first-approximation,, nature. ~h~ sub-indicators can do. The simplicity 

indicator will be subject to continual of the indicator is "on purpose;" its lack 
modification and improvement as more of precision and sophistication makes i t  
and better data become available. Speci- meaningful to the public ,  and yet i t  does 

fieally, for 1975 and beyond, the indica- not preclude Inore detailed analysis - 

tor will be reformulated, if possible, to i t  may even encourage it. Finally, one 

consider ozone (as opposed to total oxi- may be critical of the fact that  i t  is a 

dants), nitrogen dioxide (versus total relative measure of a i r  quality rather 

oxides of nitrogen), and specific size than a statement of absolute quality - 

and chemical descriptions of particulate that  is, i t  does not say that  a t  a value 

matter (replacing the coefficient of haze of, Say, "X" things a re  "bad," that  a t  

measurements). Finally, the more ac- "X-Y" things a re  "good," and that  a t  

curate chemiluminescence technique is "X + Y" things are  "terrible." Why do 

coming into wider use for measuring we not venture into the debate of ab- 

ozone and nitrogen oxide, imparting solute a i r  quality? Precisely because a i r  

greater precision to the indicator. quality is but one part  of environmental 
quality as  a whole, and environmental 

OBJECTIVE OF SOCIAL quality is but one aspect of the quality 

AND ENVIRONMENTAL INDICATORS of life as a whole. 

Why have an indicator of a i r  quality Let us emphasize one point. Since the 

in urban centres a t  all? To repeat some materials that  enter production and con- 

points raised earlier : sumption must equal, in terms of mass, 
the material content of the products we 

The urban confrontation with the manufacture and the residuals we gen- 
natural environment tends to be erate (less that  portion that  is re- 
abrupt to the point that  the air  en- cycled), we should be aware that  the 
vironment is something different residuals that  are  removed from waste 
from the natural environment in gases may simply be reflected in an in- 
which mankind developed over thou- crease in residuals that  we release into 
sands of years ; the water and land resources of the 

This different environment may have 
planet. Quite obviously the net environ- 

adverse effects on the population that  mental ii~ipact of such a transformation 
may be greater than, equal to, or less resides in the urban bubbles, and this 
than that  with the eqllivalent population represents the bulk of the 
mass of a i r  pollution. Let us ask then, total population ; 
"Which of us can say, CL pr ior i ,  that  a 

And therefore, if our interest is the reduction in a i r  pollutant exposure is 
maintenance or improvement of the automatically a good thing in the wider 
quality of human life, we should have context of environmental quality and the 
some general information on how quality of human life?" 



An urban air-quality indicator de- unnatural microenvironments. We must 
scribes one aspect of the fragile bubble all be prepared to examine the viability 
world of the urban scene, but i t  should of this human milieu lest the bubble 
be sufficient evidence that  man creates burst. 



Use of a Land-use-based Emissions Inventory 
in Delineating Clean-air Zones 
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Health, University o f  Massachusetts, Amherst, Mass. This study 
was supported primarily by the University of Massachusetts Agri- 
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ABSTRACT.-Use of a land-use-based emissions inventory from 
which air-pollution estimates can be projected was studied. First 
the methodology used to establish a land-use-based emission in- 
ventory is described. Then this inventory is used as input in a 
simple model that delineates clean air and buffer zones. The 
model is applied to the town of Burlington, Massachusetts. Conclu- 
sions and recommendations are offered for the model's use and for 
interpretation of its results. 

THE PURPOSE OF THIS paper is to 
explore the possibility of using a 

land-use-based emissions inventory for  
delineating clean (and polluted) a i r  
zones. In this inventory the emission 
data were averaged and not derived 
from on-site measurement. 

The compiling of this inventory is a 
two-step process. First  a local emissions 
inventory must be obtained, usually 
through the federal or state a i r  pollution 
office. These data will be in the form of 
amount per time (tons/year) for speci- 
fic pollution sources. The next step will 
be to  correlate the emissions inventory 
with a land-use-classification system 
(MacConnell's land - use - classification 
system for Massachusetts, 1973). The 
output of this combination will yield 
data in the form of amount per area per 
unit time (tons/acre/year) for  each 
land-use class. 

What we are  proposing, then, is a 
land-use-based emissions inventory from 
which concentration calculations can be 
made and buffer zones established by 
using an appropriate dispersion model. 

Our particular research project was 
part of a larger effort devoted to de- 
veloping the Metropolitan Landscape 

Planning Model-METLAND (Fabos  
1973) a t  the University of Massachu- 
setts. This model inventories and quan- 
titatively assesses a study area in terms 
of development suitability, resources of 
special value, and potential for  hazards 
(including a i r  pollution). 

The METLAND Model required the 
assessment of a i r  quality on several 
scales: regional, town, and site. This 
was accomplished by using data from 
the land-use-based emissions inventory 
as  input to three adopted models : Miller 
and Holzworth (1967; also Hol zwor th  
1972), Hanna (1971), and Turner 
(1970). For brevity, only the method- 
ology based on Turner will be described 
here. 

OBJECTIVES 
The specific study objectives were to:  

(1) compile a land-use-based emissions 
inventory as a data base for concentra- 
tion calculations and (2)  adopt a model 
or  technique to convert emissions into 
concentrations. The procedure was then 
applied to the METLAND study area 
of Burlington, Wilmington, and Tewks- 
bury, Massachusetts, three towns in the 
metropolitan Boston area. 



PROCEDURE available on computer printouts, both 

Land-Use-Based Emissions lnventory 
The procedure for establishing a land- 

use-based emissions inventory is shown 
(fig. 1 )  and the steps explained in the 
following sections. In the original study, 
the entire Commonwealth of Massachu- 
setts was inventoried; however, only 
the Metropolitan Boston Air Pollution 
Control District (APCD) is referred to 
here. 

After a land-use-based emissions in- 
ventory was established, a model was 
developed to use that  data for delineat- 
ing clear a i r  (buffer) zones around area 
sources. 

Fuel-Use lnventory 

As in 1970, Walden Research Corp. 
was contracted by the Massachusetts 
Bureau of Air Quality Control to con- 
duct an  emissions inventory for the en- 
t ire Commonwealth for base year 1972. 
As before, each APCD was to be in- 
ventoried and the totals added to pro- 
duce an emissions inventory for the en- 
t ire state. However, a t  the time (Janu- 
a ry  1975), only the fuel-use inventory 
and allocation procedure were completed. 

This information was available in a 
preliminary draft  (Walden, n.d.) , and 
the fuel-use inventory (including non- 
fuel emission data) for area sources was 

Figure I.-Procedure for establishing a land- 
use-based emissions inventory. 
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supplied by the Bureau of Air Quality 
Control. Therefore, we applied the em- 
ission factors. 

I t  should be noted that  for two im- 
portant sources of pollution, data were 
unobtainable : electric generating plants 
and industrial process emissions. Ac- 
cordingly, they were not represented in 
the final emissions inventory. Allow- 
ances for these omissions will be ex- 
plained later. Also of note, the 1972 
data were applied to METLAND base 
year 1971, the year of the last land-use 
inventory by MacConnell. 

Land-Use lnventory 
William MacConnell (1973) inven- 

toried the land use for the Common- 
wealth of Massachuetts in both 1952 and 
1971. This involved aerial photography 
of the State and interpreting those 
photographs via a land-use classification 
system. Then land-use maps were made 
from the results, and the total number 
of acres of each land-use class were 
tabulated for each town and county. 
This was the land-use system already 
incorporated into the METLAND model. 

Not all the individual land-use classes 
were needed for the Air Quality Sub- 
model, so these were aggregated accord- 
ing to the Walden draft  (table 1). Next, 
the total number of acres of each ag- 
gregate land-use type was tabulated for 
the Metropolitan Boston APCD for 1971. 

Fuel Use/Unit Area 
A matrix of aggregated land-use class 

versus itemized fuel use was constructed 
for the Metropolitan Boston APCD. The 
units of this matrix were derived by 
dividing the amount of a given fuel 
consumed for a given land use by the 
number of acres of that  land use. Other 
emission parameters were also treated, 
such as the number of forest fires/acre 
of "other" land and the number of land- 
ing-takeoff cycles/acre of "airport" land. 

The allocation of fuel use and other 
emission parameters to the land-use 



Table I .-Aggregation of MacConnell's Land-Use Classes 

Description* 
(number of individual land-use types) 

Low-density residential (6) 
High-density residential (3) 
Commercial (3) 
Industrial (3) 
Divided highway (1) 
Airports (1) 
Railyards (1) 
Freight and bus terminals (1) 
Docks and waterfront warehouses (1)  
Urban open land (3) 
Outdoor recreational facilities (15) 
Mining or waste-disposal areas (5) 
Agricultural and open lands (11) 
Forest lands (40) 

? 
Open fresh water (1 )  

1 
Wetlands-except open fresh water (10) J 

Aggregated 
land-use class code -- 

URL 
URD 
UC 
u I 
HW 
UTA 
UTR 
U T T  
UTW 

Other 

*For complete descriptions, see MacConnell (1973) .  

Table 2.-197 1 Annual Emission Rates/Acre: Metropolitan Boston APCD 
[In lb/yr-acre] 

Pollutant 
Land use 

T S P  SOz NO, CO H C  

URL 
URD 
UC Area 

Area + 

UC Point 
U I  Area 

Area + 

Point 
H W  
UTA 
UTR 
UTT 
UTW 
RO 
Other 
W 

177 
238 
177 
184 
486 

.588 
1.25 

NIL 

classes was made according to the Wal- 
den draft  and the EPA's APTD-1135 
(1973a). Two sets of figures were used 
for  industrial and commercial land uses. 
One for fuel use by area sources only 
and the other for fuel use by both area 
and point sources (those emitting 100 
tons/year of any pollutant). 

of pollutant/acre from all sources for 
the five primary pollutants, total sus- 
pended particulates (TSP) , sulfur di- 
oxide (SO,),  oxides of nitrogen (NO,), 
carbon monoxide (CO) , and hydrocar- 
bons (HC) for all land-use classes. 

Emissions/Unit Area 
Emissions/acre of the five primary 

pollutants for  all land-use classes in the 
Metropolitan Boston APCD were suni- 
med and the totals listed (table 2).  

As mentioned previously, electric 

Application of Emission Factors 
Using AP-42 (EPA 1973b), emission 

factors were applied to the values in the 
fuel-use matrixes to determine amount 



generating plants were omitted from the 
inventory. This omission was not ac- 
counted for  because few towns (incluing 
the study area) have these plants, and 
because adding these emissions into the 
inventory would skew the emissions/ 
acre of industrial land, especially for 
SO,, making the value too high for  
typical applications. 

Industrial-process emissions were also 
omitted. Upon checking the previous 
Walden inventory for 1970, we con- 
cluded that  such emissions were in- 
significant, being less than 10 percent of 
the industrial emissions for  any one 
pollutant. 

A MODEL FOR THE DELINEATION 
OF CLEAN AIR ZONES 
FOR AREA SOURCES 

The establishment of a buffer zone 
around a high polluting area source will 
insure that  the concentrations of all pol- 
lutants (from the source) beyond this 
zone will be within prescribed stand- 
ards. Although concentrations may ex- 
ceed standards within the zone, land use 
there would be limited to little or no 
human activity. The method assumes 
that  the area source is the only signi- 
ficant source of pollution in the sur- 
rounding area (encompassing about a 
2-mile radius around the area source) ; 
therefore this method is more applicable 
to proposed high polluting sources such 
as industrial and commercial areas. 
Also, this method is more suitable for  
somewhat square-shaped area sources. 
Industrial and commercial point sources 
those emitting 100 tons/year of any pol- 
lutant) should be modeled separately. 

General Equation 
The basic equation used to determine 

clean a i r  (buffer) zones is described by 
Turner (1 970). It simulates a square- 
shaped area source as  virtual point 
source. The concentration a t  ground 
level along the centerline of the plume 
for  downwind distance x a n  effective 
stack height H is given by: 

Where : 

Q (lo6) 
C=  

7r uyuz U 
exp 

C = Concentration (@/m3) 
Q = Emission rate (g/sec) 

106 = (pg/g), converts grams to micro- 
grams 

a,uz = Standard deviations of the con- 
centration distributions 
(m) ; determined by x for each 
stability class 

u = Wind speed (m/sec) 
H = Effective stock height (m) 

Tk = Sampling time for which equa- 
tion is valid (3 min) 

Ts = Desired sampling time (min) 

- -. (9) 2 ]  (p) .20 - 

Tk .20 

The term ( )  is a reduction factor 

for sampling times greater than 10 
minutes. This reduction is due primarily 
to wind meander over longer periods of 
sampling time. 

If equation 1 is transformed by divid- 
ing both sides by Q, then C/Q versus 
downwind distance (x) can be plotted 
for various acreages of area sources. 
The variables in the equation are  deter- 
mined by the certain standard being 
modeled and by the assumed meteor- 
ological conditions associated with that  
standard. 

Governing Pollutant Standard 
Upon analyzing the emission rates of 

the pollutants and their related federal 
standards, we determined that  the 
secondary 24-hour standard of 260 pg/m3 
for sulfur oxides, SO, (measured as  
SO,), was the most likely to be exceeded. 
Therefore, if a buffer zone were estab- 
lished based on this standard for SO,, 
then the buffer zone should also be 
adequate protection from all other 
area source pollutants (except perhaps 
oxidants). 



Governing Dispersion Conditions Now the only remaining variables are  

When determining the width of a buf- n, and uz which depend upon downwind 
fer  zone i t  is usually desirable to use distance ( x ) .  Values (r, and u~ from 
"worst-case" conditions to ensure an  Turner (1970) were used. 
adequate margin of safety. The follow- 
ing variable values represent worst- Graphical Representation of C/Q 
case 24-hour conditions with respect to A of C/Q versus distance from 
dispersion meteorology and emission the edge of the source can be plotted 
rates. for  various acreages. Such graphs (on 

The and at a given log-log scales for clarity) were plotted 
distance depend upon the stability of the for acreages of 100 to 600 acres (fig. 2) .  
atmosphere. The worst case conditions 
of stability a re  class D in the day and 
class F a t  night (Turner 1970). These Determination of Emission Rates 

classes were approximated by using The next step in the procedure was to 
class E stability for 24 hours. determine emission rates/acre for SO,, 

The lower the wind speed, the higher which when multiplied by the number of 
the resultant concentrations; however, acres the source, and that product 
the lowest common windspeed associated multiplied by an a p l ~ r o ~ r i a t e  C / Q  factor, 
with stability classes D, E, and F is would yield concentration. The worst 
2 m/sec. emission rates occur on cold days when 

The effective stack height, H, is the SlIaCe heating is a t  a maximum. For the 
total height of pollutant release. This ~ o s t o *  APCD, the aver- 
being the sum of the physical stock age coldest-day teml)erature, -1O0F 
height plus the plume rise due to the (-23OC), occurs in January. However, 
vertical velocity and buoyancy of the the chance of the coldest day and worst 
released pollutant. ~h~ value of H was dispersion conditions coinciding were 
assumed to be 20 meters (m) in all felt to be rather minimal. A more likely 
cases. situation would have the worst disper- 

The time, T ~ ,  is 24 hours, sion conditions occurring On an average 
cold day of 30°F (-l.l°C). Emission 

making the reduction factor ( )  2 0  

rates were made based upon both 
temperatures. 

To determine 24-hour emission rates/ 
= 0.37. acre for sources having space heating 

The wind was assumed to meander in emissions, a method was developed to 
accordance with the reduction factor. separate these heating emission from 
The buffer zone width was to be deter- the other daily combustion emissions. 
mined irrespective of wind direction ; 

By estimating the annual amount of fuel 
therefore the buffer zone would encircle consumed for space heat (the assump- 
the entire area and be of a constant 

tion being that this percentage is the width. same for emissions of space heating) 
Specific Equation and deducting this from the annual total 

When the worst-case values a re  sub- fuel consumed, the remainder was at- 

stituted into the transformed general tributed to fuel consumed for processes. 

equation i t  becomes : One recent study (Stanford Research 

- - Institute 1972) gave the following per- 

20 2 centages of total energy consumed that  
CIQ = exp - ( )  (-37) w i s  used for  on-site space heating in 

(3.14) UYUZ (2) - - the U.S. : 
r21 



Figure 2.-C/Q vs. distance from area source. 
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Percent 
Residential 79 
Commercial 73 
Industrial 7 (estimated) 

To make these figures more repre- 
sentative of the Metropolitan Boston 
APCD, these percentages were modified 
with respect to the number of annual 
degree heating days for the APCD com- 
pared with the national average. (Note : 
The number of degree heating days/day 
is equal to the number of degrees the 
average temperature for that  day was 
less than 65OF). The number of annual 

degree heating days for the Metropol- 
itan Boston area was estimated to be 
6300 (Environmental Science Service 
1968), and the corresponding figures for 
the U.S. is 4600 (Landsberg et al. 1963). 
The modification formula became : 



where : 

Pm = modified percentage of space 
heat emissions 

P = unmodified U.S. average (both 
terms expressed as  percent) 

The modified percentage space heat 
emissions are  : 

Percent 
Residential 84 
Commercial 79 
Industrial 9 

Annual space-heating emissions could 
be determined for a land-use class by 
first multiplying the total fuel combus- 
tion/acre (from the emissions inven- 
tory) by the appropriate space-heat per- 
centage. Annual process emissions/acre 
include the remaining fuel combustion 
emissions plus annual process losses 
(estimated from Morgenstern 1972a, 
1972b) ,  incineration, and mobile source 
emissions (table 3) .  

To obtain a daily emissions rate/acre, 
first the annual space heating figure (if 
one existed) was multiplied by the ratio 
of the number of degree days for that  
day over the annual total number of 
degree days. Then the process annual 
figures was divided by the number of 
operating days/year. The number of 
operating days/year were based on the 
following estimates : 

Industry 288 days/year 
Commercial 288 days/year 
Residential 366 days/year 

(inventory was taken on a leap year) 
All other land-use classes 366 days/year 

Finally the space heat and process 
figures for each land use were summed 
and converted to the metrics of the 
model, g/sec-acre (table 4).  

 able 4.-Emission rates/acre a t  -10°F and 
30°F 

[In g/sec-acre] 

Land use 

URL 
URD 
UC Area 

Area + 

UC Point 
U I  Area 

Area + 

U1 Point 
H W  
UTA* 
UTR 
UTT 
UTW 
RO 
Other 
W 

Temperature 

"Uses Berkshire APCD data  so a s  not be 
skewed by Logan International Airport in  
Boston. 

Table 3.-Annual space heat and process emissions 
[In lb/yr-acre] 

Total process 

Land use Combustion Process Incinera- Mobile 
Space heat  Process losses tion sources 

URL 
URD 
UC Area 

Area + 

UC Point 
U I  Area 

Area + 

Point 
Other 



For some industries, especially those 
involved primarily in research and de- 
velopment, a 9-percent allotment for 
space heating emissions may be too low. 
These industries might be better 
modeled by considering them as com- 
mercial sources. 

Use of the Model to Determine 
Buffer-Zone Width 

The procedure for determining buffer- 
zone width is quite simple. The values 
needed to find the width (x) are  the 
concentration (C) , emission rate/acre, 
and number of acres of the source. Then 
the C/Q ratio can be determined and 
the value of x obtained from the pre- 
viously plotted graph (fig. 2) .  

The value of the concentration cannot 
be input as  260 &m3, the secondary 24- 
hour standard for  SO, but must be modi- 
fied because the ambient temperature is 
not a t  standard conditions (25°C 
= 298°K). To obtain standard temp- 
erature correction, a sampled concentra- 
tion is multiplied by the ratio of ambient 
temperature (OK) to standard temp- 
erature (298°K). Therefore, to find the 
concentration a t  -lO°F (-23"C, 250°K) 
that  would be equal to a concentration 
of 260 pg/m3 a t  25OC, 260 pg/m3 must 

298OK 
be multiplied by - .  The modified 

s t a n d a r d  c o n c e n t r a t i o n  becomes 
310 pg/m3. The same modification can be 
made for a temperature of 30°F 
(-l.l°C, 272QK), yielding a concentra- 
tion of 285 pg/m3. 

The same case for modifying temper- 
ature can be made concerning pressure ; 
however, normal changes in pressure do 
not produce significant changes in con- 
centration. 

To determine Q, the size of .the study 
area in acres is multiplied by the ap- 
propriate emission rate/acre for either 
-10°F or 30°F. 

By dividing 310 pg/m3 by Q a t  -lO°F, 
the buffer-zone width can be determined 
by using the graph and interpolating, 

if necessary, between acreage lines. If 
the C/Q value is greater than any C/Q 
value on the graph for that  acreage, 
then no buffer zone is required. If a 
buffer-zone width is obtained from the 
graph, i t  can be mapped as a continuous 
swath around the entire area source. 
This process can be repeated, using 285 
g / m 3  and Q a t  30°F. Since this emis- 
sion rate/acre is less than that  a t  -lO°F, 
this buffer-zone width (if one exists) 
will be smaller. 

The outer edge of the -10°F buffer 
zone represents the zone of no potential 
hazard from ai r  pollution (except pos- 
sibly from oxidants and significant line 
sources.) From the outer edge of the 
-lO°F buffer zone to the outer edge of 
the 30°F buffer zone represents an  area 
of slight potential hazard. All land within 
the 30°F buffer zone plus the area 
source represents a major potential air- 
pollution-hazard zone. 

These zones represent potential haz- 
ard areas, since emissions were based on 
average data for  the entire APCD. Such 
zones may be used to site sampling sta- 
tions for obtaining actual concentrations. 

Critical Sources and Acreages 
Within the range of acreages con- 

sidered (100 to 600 acres) only in- 
dustrial and commercial classes produced 
enough emissions to exceed the equiv- 
alent secondary 24-hour standards. 
Through an iterative process, the mini- 
mum acreages that  produce concentra- 
tions that  exceed the standards were 
determined (table 5) .  

The use of this model is illustrated by 
an application to an  area source in the 
METLAND study area. 

APPLICATION 
A commercial area source of 105 acres 

in Burlington was used as  an  example. 

At -lO°F, the value of Q became: 
Q = .267 g/sec-acre X 105 acres = 

28.0 g/sec C ~ I  
making the value of C/Q : 



Table 5.-Critical area sources 
- -- 

Buffer-zone width (km) for  the following acreages: 
Land use Temperature Critical acreage - - 

(OF) 100 200 300 400 500 600 

UC Area -10 
30 

Area + -1 0 
UC point 30 
U I  Area -10 

3 0 
Area + -10 
point 30 

*Values were obtained by extrapolation. 

From the graph for 100 acres (fig. 2, 
d m "  

dashed lines), if C/Q=11-----, then 
g/sec 

x = .5 kilometers from the source, mean- 
ing a .5 kilometer buffer zone (fig. 3 ) .  

At 30°F, the value of Q became : 
Q = .I35 g/sec X 105 acres = 14.2 g/sec 

285 ug/m3 
[ G I  

ug/m3 
C/Q = ~20.1- 

14.2 g/sec g/sec 
[71 

Such a value exceeds those on the graph 
for 100 acres; therefore no buffer zone 
is required under these conditions. 

CONCLUSIONS AND 
RECOMMENDATIONS 

The threat of a hazard is so slight for 
the -lo0 buffer zone that  all land uses 
and activities, except those for critical 
receptors, can occur there. However, 
caution should be talten not to group 
together too many high-polluting land 
uses of critical or near-critical acreage. 
Land within the 30°F buffer zone should 
be of strictly limited land use, with no 
additional activity planned within the 
actual buffer zone. The buffer zone 
should consist of pollutant-resistant 
vegetation. The possibility of direct 
source controls within the area source 
should be investigated. 

All of the above recommendations are  
made in the absence of actual air-sampl- 
ing data. Planning decision may be 
changed should sampled concentration 
data become available. 

This model and the data generated for 
its use a re  better suited for future plan- 
ning of developable land; however, i t  
can still be applied to existing area 
sources. Point sources emitting over 
100 tons/year should be evaluated sepa- 
rately. If a potential hazard zone should 
be found, the next step should be the 
acquisition of specific emission data for 
recalculaticn of the model and/or on- 
site monitoring of air  quality. Then, if 
warranted, a control strategy can be 
decided. 

Of great use to this model would be a 
correlation of stability, wind speed, wind 
direction, and temperature with daily 
concentrations. This could be used to 
validate the governing conditions as- 
sumed in the models. There was not 
enough time to undertake that  task, but 
such correlation data would be invalu- 
able to these models, and to other models 
based on 24-hour (or other short-term) 
standards. 

Finally, the process of using empirical 
data and a simple model offers the plan- 
ner a relatively fast and noncomplex 
method of generating air  quality in- 
formation. This process is especially 
useful in instances where observed data 
a re  not available. However, the planner 



Figure 3.-Clean air and buffer zones: Burlington, 197 1 .  

/ CLEAN AIR ZONE I 

must remember that the r e s u l t s  are 
tentative and s h o u l d  be regarded as such. 
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Application of the Urban 
Mixing-depth Concept to Air- 

pollution Problems 

by PETER W. SUMMERS, chief, Atmospheric Dispersion Division, 
Atmospheric Environment Service, Environment Canada, Toronto, 
Cana.da. 

ABSTRACT.-A simple urban mixing-depth model is used to 
develop an indicator of downtown pollution concentrations based 
on emission strength, rural temperature lapse rate, wind speed, 
city heat input, and city size. It is shown that the mean annual 
downtown suspended particulate levels in Canadian cities are pro- 
portional to the fifth root of the population. The implications of 
this and other results of the model are discussed. 

A LARGE AND INCREASING pro- 
portion of the population of North 

America lives in large cities. Thus by 
f a r  the  largest time-integrated exposure 
of people to a i r  pollution occurs in ur- 
ban areas. In  spite of improved pollu- 
tion-control technology, the continued 
growth of cities and especially of vehic- 
ular traffic suggests t ha t  there will be no 
near-term decrease in this exposure. To 
make rational choices between various 
land-use and pollution-control strategies, 
decision - makers require informaton 
about how the dstribution of emissions 
and meteorological factors combine to 
affect urban air-pollution concentrations. 

This information can be generated in 
many ways and can be provided in a 
wide a r r ay  of formats. Fo r  example, 
numerical modelling techniques can sim- 
ulate the  ground-level pollution concen- 
trations over the whole city for  any  
given set of source configurations and 
several typical sets of meteorological 
conditions. Whilst such results have 
many valuable uses, they require very 
detailed source-emission inventories and 
nleteorological data on space and time 
scales tha t  a r e  usually not available. On 
the other hand, a simple approach, 
which gives the pollution concentration 
in the  centre of a city in terms of the 
major  causative factors, also is valuable 
for  urban planners. 

In this paper the simple urban heat- 
island model developed by Summers 
(1965), using the mixing-depth concept, 
will be extended to develop a n  urban 
pollution indicator in terms of several 
easily understood and measurable para- 
meters. Some of the implications of this 
indicator will be discussed-especially 
in relation to city size and energy use. 

THE HEAT-ISLAND MODEL 
The phenomenon of the "urban heat 

island," where night-time surface temp- 
eratures on clear nights with light winds 
a re  considerably higher in urban areas 
than in surrounding countryside, has 
been observed for  over 100 years and 
has been docuniented extensively in  the  
last 50 years. The most recent compre- 
hensive review on the subject is by 
T. R. Oke (1974). However, a physical 
iiiodel t ha t  could satisfactorily explain 
the general features of the heat island 
was not developed until relatively re- 
cently (Summers  1965). 

The basic concept of this model is 
shown scheniatically in figure 1. On 
clear nights with light winds ( < 5  m 
sec-l), a surface-based temperature in- 
version usually develops in rural  areas 
( tha t  is, the temperature increases with 
height above the ground).  The differ- 
ence between this vertical temperature 
profile and the dry  adiabatic lapse ra te  



Figure I.-Schematic representation of the development of the urban mixed 
layer. (a) The vertical temperature profile upwind of the city with a surface- 
based inversion. (b) The development of the mixed layer due to urban heat 
input as air moves from left to right. c The vertical temperature profile 
modified by the city to produce a grounS-based unstable layer. 

(a  temperature decrease of 1°C per 
100 m of height, which normally occurs 
in the lower atmosphere) is defined as a. 

The stronger the inversion in the rural 
air,  the greater the value of a. As rural 
a i r  moves in over the city, i t  is heated 
from below in two ways. 
1. The release of sensible heat stored in 

the concrete and asphalt fabric of the 
city from the solar heating of the 
previous day. 

2. The release of waste heat to the 
atmosphere as a result of the space 
heating of homes and commercial 
buildings, industrial activities, and to 
a lesser extent automobiles. 
Source 1 is stronger in the summer, 

but in the high latitudes of Canada is 
almost negligible in winter. Source 2  is 
small in summer, but is the stronger in 
mid-winter when its strength is pro- 
portional to heating degree-days. 

Heating of air,  combined with in- 
creased mechanical turbulence induced 
by the buildings, produces a layer of 
well-mixed a i r  over the city, with a 

temperature lapse rate between the dry 
adiabatic and isothermal. As the a i r  
moves across the city, more and more 
heat is added, thus causing a steady in- 
crease in the height of the mixed layer. 
As shown by Summers (1 965) the fol- 
lowing relationships can be developed. 

in which : 

TRIytAL = Temperature in the upwind 
rural area ("C) 

T(.Ir,yy = Temperature in the down- 
town core (OC) 

L  = Distance from the edge of 
the city to the centre along 
the wind direction (m)  

H = Heat input per unit area 
(cal m--%ec-l) 

mixing depth (h) z 
2HL 
- 
p CPU, - - 

'/. 

121 



u = Wind speed (m see-1) 
p = Density of a i r  (gm m-3) 

C1, = Specific heat of a i r  a t  con- 
stant pressure (cal gm--' 
per OC) 

a = Difference between the up- 
wind temperature profile and 
the lapse rate over the city 
("C m - I )  

THE POLLUTION MODEL 

If the urban area acts as a uniform 
area source of pollutants that  are uni- 
formly mixed in the mixing layer, then 
the concentration of pollution in the city 
centre is given by 

QL 
XCITY =- 

uH 2uH 
i-31 

in which : 

X C I T ~  = Pollution concentration in the 
city (gm m-3) 

Q = Pollutant input per unit area 
(grn mmZ see-') 

RELATION BETWEEN 
POLLUTION AND CITY SIZE 

For most urban areas that  are  nearly 
circular in shape, the population (P)  is 
given by 

P=const. x La 
If the population density is uniform, 
a = 2. However, in most cities the popu- 
lation density is higher close to the 
centre due to the high density of older 
buildings, and especially high-rise apart- 
ments. Thus a > 2, hence 

L=const. P1Ia where a > 2 
Substituting in equation 3 

The mean annual average of a pol- 
lutant is heavily influenced by the large 
values, which in turn occur under those 
meteorological conditions favouring 
poor ventilation (simultaneous low 
values of u and h ;  or, alternatively, 
simultaneous low values of u and high 
values of a). On a cross-Canada basis, 

Table I.-National air-pollution surveillance network: sus- 
pended particulates in commercial downtown core areas vs 
population for 197 1 

City Population Suspended particulates 

Thousands (19 m-' 
Fredericton, N.B. 38 3 6 
St. John, N.B. 107 54 
Moncton, N.B. 7 1 54 
Montreal 2,743 
Ottawa-Hull NCR 602 - - -  
Toronto 2,628 
Hamilton 499 
Peterborough 64 
London 286 
Sarnia  78 . - 
Windsor 259 
Sault Ste  Marie 8 1 
Thunder Bay 112 
Winnipeg 540 
Regina 141 
Saskatoon 126 
Edmonton 496 
Calgary 403 
Red Deer 28 
Medicine H a t  29 
Lethbridge 41 

Source : Environment Canada (1974). 



u is almost constant for Canadian cities, 
and H tends to be highest where winter 
inversions are  strongest. Thus, a / I I  does 
not vary much from city to city; and 
hence as a first approximation 

=eonst. x Q x p ~ a  ( mean ) 
[51 

Apart from a few large industrial 
sources, particulate emissions in a city 
a re  due to a large number of low-level 
point sources such as home heating 
units, cars, etc. Assuming that  Q is 
nearly constant from city, then equation 
5 reduces to 

annual mean 
= const. psa a > 2 

particulates 

[GI 
To test equation 6, data from the 

Canadian Air Pollution Surveillance 
Network were used (table 1 ) .  The popu- 
lation of 21 cities a t  the time of the last 

national census in 1971 are  listed to- 
gether with the mean annual suspended 
particulate levels in the commercial 
downtown core for the same year (En- 
vironment Canada 1974). Note that  an 
effort has been made to locate all these 
stations in as  representative a location 
as possible away from heavy industry 
and other large point sources. These 
data a re  plotted on log-log paper (fig. 2)  
and fitted to a power-law curve as  
shown. The best fit curve is given by 

= 6.5 p1/5 [71 

with a correlation coefficient between x 
and P of 0.69. 

Note that  the data points above the 
best-fit line correspond mainly to the 
heavily industralized cities in southern 
Ontario. Thus there are  probably sev- 
eral lines corresponding to different 
values of Q (see equation 5 ) ,  all having 
a slope of approximately 1/5. I t  also 
appears that  for Canadian cities a = 2.5. 

Figure 2.-Relationship between population of Canadian cities and the mean 
annual downtown suspended particulate levels in 197 1 .  The best-fit ~ower-law 
curve i s  x=6.5 Pl/5, with a correlation coefficient between x and P of 0.69. 

1 o5 
POPULATION (P) 



SOME IMPLICATIONS OF for Q can have a significant value for  
THE MODEL x, but once a city is large (population 

> 1,000,000), then decreasing the 
rate of growth will have only a minor 
impact on x compared to reducing Q. 

[8] 5. Increasing the heat input H or de- 

This simple indicator shows how var- 
ious factors combine to produce a meas- 
ure of the downtown ai r  pollution. Some 
of these (a and u) a re  meteorological 
only. One (P)  is dependent on city size 
only. Others (Q and H)  are  dependent 
on both city parameters (mainly popula- 
tion density) and meteorological para- 
meters. For example, one of the 
components of H, and hence Q, is de- 
pendent on heating degree-days. 

Several important conclusions can be 
drawn from this indicator of downtown 
pollution levels : 

creasing the value of Q, with other 
factors unchanged, reduces x.  Thus 

the value of switching to cleaner 
fuels for home heating: coal + oil 
+ natural gas. 
Energy conservation could possibly 
increase x. If a substantial part of Q 

were not related to heat production 
and H were cut back, (due to im- 
proved home insulation or other con- 
servaticn measures) a t  a greater rate 
than Q2, then the value of Q/HS 
could increase, resulting in higher 
values of x. 

1. The main controlling factor is the REFERENCES 
source strength Q (dependent on Environment Canada. 
population density). 1974. THE CLEAN AIR ACT ANNUAL REPORT 

1973-1974. Environ. Can. Inf. Can. Cat. En 
2. Meteorological factors, whilst still 41-1974. 34 n. 

- 1 

important, have less controlling effect 
O';e6;: %E URBAN 1968- 

due to the square-root relationship. 1973. World Meteorol. Organ. Note 134. 
3. Total population is the least impor- S:2igs, W. 

tant  controlling factor because of the 1965. AN URBAN HEAT ISLAND MODEL ITS 

fifth-root relationship. ROLE I N  AIR POLLUTION PROBLEMS, WITH AP- 
PLICATIONS TO MONTREAL. Can. Conf. Micro- 

4. A small town with an  average value meteorology Proc. 1: 435-436. Toronto. 



Air Pollution and Urban Climatology 
at Norfolk, Virginia 

by W. MAURICE PRITCHARD and KULDIP P. CHOPRA, Depart- 
ment of Physics and Geophysical Sciences, Old Dominion Univer- 
sity, Norfolk, Va. 23508. 

ABSTRACT.-The atmosphere at Norfolk is usually stable, with no 
strongly prevailing wind direction. Linear regression analyses of 
visibility data indicate a generally decreasing visibility trend be- 
tween 1960 and 1972, with a possible trend reversal in later years. 
A 44 percent increase in the annual frequency of 0-4-mile visibility 
occurred in 1960-72. Similar analyses of precipitation data for 
1960-74 show a slight increase in the annual number of days with 
precipitation exceeding 0.01 inch. The correlation coefficient 
between the annual frequencies of low (0-4-mile) visibility and 
days with precipitation greater than 0.01 inch was rather small 
and negative. 

NORFOLK IS ONE OF FOUR con- 
tiguous cities in the Hampton Roads 

area in the  southeastern corner of Vir- 
ginia. This area is urban and coastal in 
character, bordering on the Atlantic 
Ocean. I t  has no significant concentra- 
tions of heavy industry and is generally 
well ventilated. However, a n  analysis 
of weather data for  recent years has 
shown tha t  local variations in certain 
meteorological parameters may be as- 
sociated with the  effects of particulate 
a i r  pollutants. 

Air  pollution influences urban clima- 
tologies in a variety of ways. Among 
these is a decrease in visibility. A low 
surface visibility due to a i r  pollutants is 
now a common occurrence in many urban 
areas. In other areas where a i r  pollu- 
tion is not a serious problem, decreasing 
visibility may serve as a n  indication of 
a n  increasing concentration of a i r  
pollutants. 

The analysis of visibility data is com- 
plicated by the fact  t ha t  visibility is af-  
fected by several meteorological factors 
a s  well a s  by a i r  pollutants. The reduc- 
tion in visibility due to a i r  pollution is 
almost always associated with partic- 
ulate matter  in the  atmosphere. This 

reduction is due to scattering and ab- 
sorption of light by airborne particles. 
Gaseous pollutants a re  usually either in- 
visible o r  present in concentrations too 
low to  affect visibility. However, in suf- 
ficiently large concentrations, some 
gases may produce changes in sky color. 
A high concentration of NO,, for  ex- 
ample, causes a characteristic brownish 
discoloration of the sky. 

As f a r  a s  precipitation is concerned, 
particulate a i r  pollutants may furnish 
additional condensation nuclei. Signifi- 
cant changes in precipitation patterns 
have been observed a t  several cities in 
studies made a s  a par t  of Project 
METROMEX (Metropolitan Meteoro- 
logical Experiment).  

The influence of a particular type of 
pollutant depends on the  size, concentra- 
tion, and physical properties of the  
particles. The particle concentration is 
related to the a i r  volume occupied. This 
mixing volume can be estimated by us- 
ing a s  a vertical dimension the height 
of the  base of a low-lying temperature 
inversion. Winds serve to  dilute the 
concentration of atmospheric particulate 
mat te r  by increasing the mixing volume. 
Low-level atmospheric turbulence also 
has a diluting effect. 



VISIBILITY 
In  recent years, declining visibility at- 

tributed to air  pollution has been re- 
ported a t  or  near a number of urban 
areas. These include : Tucson, Arizona 
(Green and Battan 1967); Point Mugu, 
California, near Los Angeles (Lea  1970) ; 
Los Angeles, (Chass and Keith 1971); 
Akron, Ohio, Lexington, Kentucky, and 
Memphis, Tennessee, (Miller et ccl. 
1972); and Norfolk, Virginia, (Pri t -  
chard and C h o p m  1972). The periods 
considered were 1949-65 by Green and 
Battan, 1949-69 by Lea, 1933-69 by 
Chass and Keith, 1962-69 by Miller et 
a]., and 1960-70 by Pritchard and 
Chopra. The most pronounced effect ob- 
served by all these investigators was a 
generally increasing trend in the fre- 
quency of low visibility. The earlier 
visibility study by Pritchard and Chopra 
(1972) has now been extended by 4 
years and expanded to include considera- 
tion of atmospheric stability, wind con- 
ditions, and precipitation. 

The visibility data analyzed were re- 
corded a t  the Norfolk Regional Airport 
in Norfolk, Va. In particular, visibilities 
measured a t  noon EST on weekdays 
were examined for the 15-year period 
1960-74. This choice of data is the same 
as that made by Chass and Keith (1971) 
for the Los Angeles study. 

The mean annual visibilities from 
1960 to 1972 (fig. 1)  show a slight 
trend toward reduced visibility. The 
solid line is the linear regression line 
given by 

where V is the mean annual visibility in 
miles and N = 1, 2, 3, . . . 13 is the year 
index beginning with N = 1 for 1960. 
The regression line indicates a slight 
decreasing trend over the 13-year 
period. However, a reversal of this 
trend may have occurred, possibly be- 
ginning in 1972. The mean annual visi- 
bilities for 1973 and 1974 were 9.17 and 
9.57 miles respectively. These values 

Figure I .-Mean annual visibility, 1960-72. 
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Figure 2.-Annual frequency of 0-4-mile visibility, 1960-72. 
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Figure 3.-Annual frequency of 12- 15-mile visibility, 1960-72. 
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are  considerably higher than the values 
given by the regression line. 

The annual frequencies of occurrence 
of visibilities in the 0-4-mile range (fig. 
2) for the period 1960-72 fit the regres- 
sion line 

F=41.5+ 1.58 N [21 

where F is the annual frequency. In 
this case, a significant increasing trend 
is observed. The frequence of occurrence 
of low visibilities, as given by the re- 
gression line, increased by 44 percent 
between 1960 and 1972. A possible 
trend reversal after 1972 was observed 
here also. The frequencies of occurrence 
of visibilities in the 0-4 mile range de- 
creased to 48 in 1973 and to 41 in 1974. 

An increase in low visibilities might 
be expected to indicate a concurrent de- 
crease in high visibilities. The annual 
frequencies of occurrence of visibilities 
in the 12-15-mile range (fig. 3) from 

1960 to 1972 bear this out. The regres- 
sion line for these high visibilities is 
given by 

F=61.0-0.132 N [31 

This equation indicates a slight de- 
creasing trend for high visibilities. The 
data for 1973 and 1974 do not follow 
this trend. The annual frequencies of 
occurrence for visibilities in the 12-15- 
mile range were 102 in 1973 and 205 in 
1974. Both of these frequencies a re  f a r  
above the regression line. 

PRECIPITATION 
The availability of condensation nu- 

clei from anthropogenic sources may 
lead to increased precipitation patterns 
in and around urban areas. To investi- 
gate this effect, we examined precipita- 
tion data from the Norfolk Regional 
Airport weather station. Data on total 
annual precipitation, P, (fig. 4) and 

Figure 4.-Total annual precipitation, 1960-74. 
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Figure 5.-Annual frequency of days with precipitation greater 
than 0.0 1 inch, 1960-74. 
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annual number of days, F., with pre- mospheric stability. The extent of ver- 
cipitation greater than 0.01 inch (fig. 5) tical air  motion is related to the 
were considered for the period 1960-74. atmospheric lapse rate, which deter- 
The regression lines for the data mines whether vertical motion is en- 
through 1972 are described by hanced or diminished. - 

The annual distribution of wind di- 
P=45.7-0.284 inches [41 rections (table 1 )  and frequency of 

and Pasquill stability classes (table 2) were 

F',, = 110.7 + 0.379 N days [5] 

A slight decreasing trend in P and a 
slight increasing trend in FIB is ap- 
parent. The value of Fp computed from 
the regression equation increased by 4 
percent between 1960 and 1974. An ex- 
amination of the precipitation data 
(figs. 4 and 5)  shows that the data 
points for 1973 and 1974 follow the 
trends of the regression lines based on 
data for the period 1960-72. 

AIR FLOW CHARACTERISTICS 
The atmospheric flow characteristics 

of a region have an important bearing 
on the rate of dispersal of pollutants. 
These characteristics can be classified 
as wind speeds and directions and at- 

Table I .-Annual distribution of wind 
directions 

Wind direction Distribution 

N 
N N E  
NE 
E N E  
E 
E S E  
S E 
S S E  
S 
SSW 
SW 
WSW 
W 
WNW 
NW 
NNW 

Percent 
9.1 
7.1 
5.6 
6.6 
7.1 
3.0 
3.9 
5.8 
9.1 

10.5 
6.2 
5.7 
7.5 
4.0 
3.7 
5.1 



Table 2.-Annual frequency of Pasquill 
stability classes 

Stability class Frequency 

A. Extremely unstable 
B. Unstable 
C. S l i ~ h t l v  unstable 
D. ~eut ra" l  
E. Stable 

Percent 

determined from data recorded a t  the 
Norfolk Naval Air Station between 
December 1966 and November 1971. 
The data for this weather station a re  
considered representative of the area, 
and hourly measurements are  made. It 
appears that ,  on an annual basis, there 
is no pronounced prevailing wind 
direction. 

The regional atmosphere a t  Norfolk 
displays a generally high stability, 
which is not usual for an  urban area. 
Normally Pasquill stability class C 
(slightly unstable) would prevail in an  
urban environment. This is due to the 
greater surface roughness and higher 
temperature environment of cities as 
compared with rural areas. I t  is signi- 
ficant that, a t  Norfolk, stability classes 
D (neutral) and E (stable) account for 
79 percent of all occurrences. 

The reasons for the high stability in 
Norfolk are  to some extent geographical. 
The Norfolk metropolitan area is on a 
peninsula, and the surrounding water, 
with low surface roughness, increases 
the stability of the a i r  passing over i t  
and thus reduces the urban effect. In 
general, high atmospheric stability is 
not conducive to the dispersion of a i r  
pollutants. 

DISCUSSION 
A significant decrease in visibility a t  

Norfolk occurred during the 13-year 
period 1960-72. This decrease may be 
related to a n  increasing atmospheric 
concentration of particulate a i r  pollu- 
tants. The most pronounced effect was a 
substantial increase in the annual fre- 

quency of occurrence of low (0-4 mile) 
visibilities. This result is in agreement 
with the findings of other investigators 
for time intervals ending in the  late 
1960s. For example, Chass and Keith 
(1971) observed that  the noon weekday 
visibility a t  Los Angeles showed a 
marked increase in the annual frequency 
of visibilities in the 3-6-mile range for 
the 37-year period 1933-69. The de- 
clining visibility a t  Norfolk was as- 
sociated primarily with sharply lower 
visibilities during the summer months. 
This can be attributed to the combined 
effects of increasing a i r  pollution and a 
seasonal high in relative humidity. Hy- 
groscopic particles in the atmosphere 
absorb water and increase in size when 
the relative humidity is high but the a i r  
is unsaturated. Larger particles a re  
more effective in reducing visibility. The 
same seasonal effect has been observed 
by Miller et al. (1972).  

The extremely high visibilities ob- 
served a t  Norfolk during 1973 and 1974 
a re  somewhat difficult to account for. 
Some reduction in the generation of 
particulate a i r  pollutants has occurred. 
The Virginia Air Pollution Control 
Board began in 1972 to enforce regula- 
tions designed to reduce a i r  pollution 
from point sources. In the Norfolk Area, 
the principal point sources of particulate 
a i r  pollutants were incinerators and 
businesses engaged in the production of 
asphalt and fertilizers. Since 1972, 
particulate emissions from these sources 
have substantially decreased. However, 
the extent of the reduction in partic- 
ulate enlissions from heating systems 
and automobile engines is uncertain. 

Precipitation data for the entire 1960- 
74 period show a slightly increasing 
trend in the annual frequency of days 
with precipitation greater than 0.01 
inch. This effect may also be due to 
particulate a i r  pollutants. In addition, 
some correlation between visibility and 
precipitation data might be expected. 
A cross-correlation plot of the annual 
frequency of days with precipitation ex- 



Figure 6.-Correlation between visibility and precipitation, 
1960-74. 
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ceeding 0.01 inch versus the annual fre- 
quency of visibility in the 0-4 mile range 
is shown in figure 6. The correlation 
coefficient in this case, for  the entire 
1960-74 period is 
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Development of Alternative 
Sulfur Dioxide Control Strategies for 
a Metropolitan Area and its Environs, 

Utilizing a Modified 
Climatological Dispersion Model 

by K. J. SKIPKA and D. B. SMITH, senior environmental meteorolo- 
gist an,d director of meteorology, Equitable Enviro,nmental Health, 
Inc., 333 Crossways Park Drive, Woodbury, N. Y. 11797. 

ABSTRACT.-Alternative control strategies were developed for 
achieving compliance with ambient air quality standards in Port- 
land, Maine, and its environs, using a modified climatological disper- 
sion model ( CDM) and manipulating the sulfur content of the fuel 
oil consumed in four concentric zones. Strategies were evaluated 
for their impact on ambient air quality, economics, and fuel oil 
resources. Based on these evaluations, a control strategy best 
suited for meeting the needs of the Portland area could be recom- 
mended. 

I MPI~EMENTATION PLANS for  
meeting ambient a i r  quality standards 

were prepared by most states in the 
early 1970s pursuant' to  requirements of 
the  Clean Air  Act of 1970. These plans 
mandated various measures for  control- 
ling pollutant emissions t o  ensure com- 
pliance with the  standards. However, 
implementation of the control strategies 
met with varying degrees of success. 

Prompted by the failures, reevalua- 
tions of control strategies in the past 
year have highlighted a number of 
questionable approaches in s trategy de- 
velopment. F o r  example, a major  short- 
coming in the development of many 
strategies was the assumption tha t  all 
pollutant sources should be controlled 
by the  same percentage amount to 
achieve improved a i r  quality. This  
approach to strategy development 
was commonly called the  "rollback" 
procedure. 

The rollback procedure was the basis 
for  establishing in 1972 the control 
s trategy (Maine Dep. Erzviron. Protect. 
1972) for  sulfur dioxide emissions in 
the  Metropolitan Portland Air  Quality 
Control Region (AQCR) . The Portland 

AQCR encompasses Cumberland, Saga- 
dahoc, and York Counties and a small 
portion of Oxford County in southern 
Maine (fig. 1 ) .  A substantial body of a i r  
quality data has been collected in t he  
region in the  past several years by the 
Sta te  Department of Environmental 
Protection and industrial concerns. All 
monitoring data indicate tha t  ambient 
sulfur  dioxide concentrations through- 
out the  AQCR a re  well below the federal 
E P A  standards except in the  downtown 
area of Portland. There, violations of 
federal and state  24-hour average and 
annual average standards have been and 
continue to be recorded. Measured 24- 
hour average sulfur dioxide concentra- 
tions at one location in the  downtown 
Portland peninsula have exceeded the  
s tate  s tandard by 100 percent, and mea- 
sured annual average levels have ex- 
ceeded the standard by 50 percent. 

Recent examinations of a i r  quality 
data collected in the Portland AQCR 
since 1972 indicated tha t  the  originally 
developed rollback strategy would be 
ineffective in solving regional a i r  quality 
problems. Realizing tha t  there were 
several alternatives for  solving the re- 



Figure I.-The Maine Metropolitan Portland Air Quality Control Region. 

gional problem, the Maine Board of 
Environmental Protection heard evi- 
dence on alternative control strategies 
from the  Maine Department of Environ- 
mental Protection and all other inter- 
ested individuals. These opinions and 
suggestions were presented before the  
Board a t  a public hearing on 16 April 
1975. The thorough reevaluation and 
development of the Portland sulfur  
dioxide control strategy, which is de- 
scribed in this paper, was presented a t  
t ha t  time. 

the regional a i r  quality problem and, 
subsequently, alternative solutions. The  
CDM is a coml~uter  code tha t  uses input 
da ta  on pollutant concentrations based 
on generally accepted principles. 

CDM's emission inventory input  ca- 
pability was expanded to  accommodate 
different categories of fuel use for  both 
point and area sources and fo r  different 
geographical areas. The  purpose of this  
modification was to permit testing of the  
effect on ambient a i r  quality of varia- 
tion in the  sulfur level in fuel oil both 
a s  a function of fuel type (No. 6, 

REGIONAL AIR QUALITY MODEL No. 4. and No. 2 )  and as a function 
AND MODEL VALIDATION of geographical a rea  (downtown and 

The Climatological Dispersion Model suburbs) .  
(CDM) developed by the  federal En- To use CDM in the Portland AQCR, 
vironmental Protection Agency (Cnlder the model had to be validated for  ap- 
1973, Busse and Zinzmerman 1973) was plication to both 24-hour and annual 
the  principal tool used to evaluate both time periods. This important first step 



was accomplished by assembling an ex- 
tensive data base comprised of ambient 
sulfur dioxide concentration measure- 
ments, meteorological observations, and 
a sulfur dioxide emission inventory. 

The year October 1973 through Sep- 
tember 1974 was selected for validat- 
ing CDM over an  annual period because 
the most comprehensive set of sulfur 
dioxide measurements were available 
for this period. This data set included 
continuous measurements a t  two down- 
town sites and two suburban sites and 
measurements on an every-sixth-day 
schedule a t  seven additional sites in the 
AQCR. Meteorological data were as- 
sembled from the National Weather 
Service station a t  the Portland Inter- 
national Jetport. 

A total of 8 days in 1973 were selected 
for  validating CDM for application to 
24-hour periods. The days selected in- 

clude 5 on which the sulfur dioxide con- 
centration measured in downtown Port- 
land was the highest recorded a t  street 
level in the Portland AQCR. 

CDM was successfully validated for 
both 24-hour and annual periods for the 
Portland AQCR based on comparisons 
of calculated and observed concentra- 
tions. The correlation coefficient for cal- 
culated and observed concentrations a t  
the monitor location of maximum con- 
centration, the Masonic Building in 
downtown Portland, was 0.78 for 24- 
hour periods. The correlation for all 
monitoring locations in the AQCR was 
0.67 for 24-hour periods. 

The correlation coefficient for all cal- 
culated and observed annual average 
concentrations in the AQCR was 0.96. 
These annual averages were calculated 
by taking the mean of three seasonal 
averages (fig. 2) .  Seasonal averages were 

Figure 2.-Seasonal predicted versus observed sulfur dioxide 
concentrations in the Portland AQCR, 1973-74. 

x - Winter 

o - Transitional 

a - Summer 
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287 



calculated because of the large vari- 
ability, typically a n  order of magnitude, 
in ambient sulfur dioxide levels from 
winter to summer. Generally, CDM- 
predicted concentrations were higher 
than observed concentrations for both 
24-hour and annual periods. 

AIR QUALITY PROJECTIONS 
Numerous violations of the 24-hour 

standard and several violations of the 
annual ambient a i r  quality standard for 
sulfur dioxide have been recorded in 
downtown Portland. If no controls a re  
placed on sulfur dioxide emissions, i t  
is reasonable to assume that  such vio- 
lations will recur. These recurrences 
will probably increase in severity and 
frequency because of the additional sul- 
f u r  dioxide emissions that  accompany 
population growth. Hence, any plan de- 
signed to resolve the existing problem 
must also account for worsening of the 
problem due to such growth. Further- 
more, the federal EPA requires that  
control strategies account for projected 
growth in an  AQCR over the next 
decade. 

Growth is not the only factor that  
must be considered in designing a con- 
trol strategy. Meteorological conditions 
vary from day to day and from year to 
year. Because the Maine standards al- 
low for  no 24-hour average or annual 
average concentration of sulfur dioxide 
above the standard, i t  is only prudent to 
account for the most adverse meteoro- 
logical conditions that  might be expected 
over a 24-hour and annual period during 
the coming decade. 

Projections to the data base were 
made to account for both increased sul- 
f u r  dioxide emissions due to population 
growth and the most adverse meteoro- 
logical conditions. Projected growth in 
the AQCR was accounted for through 
1985 by proportionally increasing the 
area source emission inventory. Addi- 
tionally, all emissions were increased to 
account for  increased heating require- 
ments due to very cold weather. Finally, 

the most adverse meteorological condi- 
tions that  might be expected over the 
next 10-year period were projected. 
The projected emission inventory and 
meteorological conditions were then 
combined in CDM to calculate the worst 
probable a i r  quality levels through the 
year 1985. 

The ~ro jec ted  maximum sulfur di- 
oxide concentrations for 24-hour and 
annual periods consistently fell below 
the standards except in the downtown 
Portland peninsula. There, maximum 
levels projected by CDM exceeded the 
standards by larger margins than had 
recorded maximum levels. The pro- 
jected peak 24-hour average sulfur di- 
oxide concentration is 550 micrograms 
per cubic meter a t  the Masonic Building, 
with projected peak levels above the 
standard of 230 micrograms per cubic 
meter over most of the downtown Port- 
land peninsula (fig. 3 and 4) .  The pro- 
jected peak annual average is 97 
micrograms per cubic meter, again a t  
the Masonic Building, with projected 
peak levels above the standard of 57 
micrograms per cubic meter in the 
center of the peninsula (table 1). 

DEVELOPMENT AND EVALUATION OF 
ALTERNATIVE CONTROL STRATEGIES 

The a i r  quality projections essentially 
defined the extent and magnitude of the 
sulfur dioxide a i r  quality problem in the 
AQCR through 1985. Using CDM as  a 
tool, alternative strategies for solving 
the problem were developed and evalu- 
ated. In addition, an assessment of the 
impact of these strategies on fuel costs 
was included in the evaluation. 

Following the approach to the prob- 
lem of the rollback strategy, an  average 
fuel sulfur content limit required 
throughout the AQCR to meet state 
standards could be determined using 
CDM. However, in this study, the ap- 
proach taken was to examine the prob- 
lem and develop solutions specifically 
tailored to the problem. 

Violations of the 24-hour and annual 



Figure 3.-Predicted peak 24-hour concentrations, northwest wind. (Concentra- 
tion in pg/m3.) 



Table I.-Average fuel sulfur contents required to achieve compliance with 
state standards for each alternative control strategy 

Alternative 
control 

strategy 

Area of Average sulfur content 
fuel sulfur No. 6 No. 4 No. 2 

content control fuel fuel fuel 

24-hour compliance : 
A 
B 
C 
D 

Annual compliance : 
A 
B 

Downtown Portland Peninsula 
Portland and South Portland 
Portland SMSA 
Entire Portland AQCR 

Downtown Portland Peninsula 
Portland and South Portland 
Portland SMSA 
Entire Portland AQCR 

sulfur dioxide standards were projected 
in the downtown Portland peninsula 
only. The highest 24-hour average levels 
were projected for areas along Congress 
Street in the center of the downtown 
peninsula. The major contributors to 
this problem were identified by the CDM 
as  the users of residual oil in the down- 
town peninsula. Because the problem 
was geographically isolated, control 
strategies for fuel oil sulfur content 
were developed with a major focus on 
geography. 

Four alternative strategies to bring 
sulfur dioxide levels in the downtown 
area into compliance with a i r  quality 
standards were formulated. These strat- 
egies consisted of controlling sulfur 
dioxide emissions only within specific 
geographical areas by selectively reduc- 
ing the average sulfur contents of heavy 
fuels within these areas alone. 

The four alternative strategies dif- 
fered only in respect to the geographical 
area within which the controls were 
exerted. The four geographical areas 
within which fuel sulfur level controls 
were exerted a re  listed below : 
1. Alternative A-Controls on fuel sul- 

f u r  content within the downtown 
peninsula only of the city of Portland 
(the dividing line between the main- 
land and the peninsula was taken as 
Interstate 295). 

2. Alternative B-Controls on fuel sul- 

Pct. Pct. 
0.7 0.7 

.8 .8 

.9 .9 

.9 .9 

Pct. 
0.25 

.25 

.25 

.25 

f u r  content within the cities of Port- 
land and South Portland only. 

3. Alternative C-Controls on fuel sul- 
f u r  content within the metropolitan 
Portland area only (defined as  the 
U. S. Census Bureau's Portland 
Standard Metropolitan Statistical 
Area, which includes Portland, South 
Portland, Cape Elizabeth, Scar- 
borough, Westbrook, Gorham, Cum- 
berland, Falmouth, and Yarmouth) . 

4. Alternative D-Controls on fuel sul- 
f u r  content within the entire Port- 
land AQCR. 

The CDM predictions showed convinc- 
ingly that  the current average sulfur 
contents of heavy fuels must be reduced 
to meet ambient a i r  quality standards. 
To determine the average sulfur con- 
tents of heavy fuels required to meet the 
standards for each alternative strategy, 
a series of CDM tests were run. Pro- 
gressively lower average sulfur contents 
of No. 6 and 4 fuel were used in each 
successive test, as defined below, with 
No. 2 fuel a t  an  average sulfur content 
of 0.25 percent in all cases. 
Test 1-Existing average sulfur con- 

tents of heavy fuel oils, with No. 6 a t  
an  average of 2.3 percent and No. 4 
a t  an  average of 1.27 percent. 

Test 2-No. 6 fuel average sulfur con- 
tent reduced to that  of No. 4 fuel, 
with both No. 6 and No. 4 a t  an  
average of 1.27 percent. 



Figure 5.-The 24-hour test sequence for the locus of maximum predicted 
concentration at the Masonic Building monitor. 

Alternattve Control Strategies 

n State of Maine 24-Hour 
Standard 

T e s t  1 Test 2 Test 3 Test 4 

Test 3-No. 6  and 4 fuel average sulfur 
content reduced, with both No. 6 and 
No. 4 a t  a n  average of 1.0 percent. 

Test 4-No. 6  and 4 fuel average sulfur 
content further reduced with both 
No. 6  and No. 4 a t  an  average of 0.5 
percent. 

Test 1, of course, represents worst- 
case projections without controls. Pro- 
jected ground-level concentrations a t  the 
location of maximum concentration in 
the Portland AQCR, which is a t  the 
Masonic Building monitor, were shown 
for the 24-hour period and for the an- 
nual period. These concentrations rep- 
resent the magnitude of peak sulfur 
dioxide concentrations under projected 
worst-case meteorological and emission- 

rate conditions. Both projections show 
that  ambient concentrations would ex- 
ceed state standards by a considerable 
margin. 

In  test 2, the average sulfur content 
of No. 6 fuel was reduced from 2.3 to 
1.27 percent, the same average sulfur 
content as  No. 4 fuel. The predicted 
ground-level concentrations for test 2 
still exceeded state standards for  both 
the 24-hour (fig. 5) and annual (fig. 
6)  time frames for all alternative 
strategies. 

Predicted concentrations for the 24- 
hour case of test 3 continue to exceed 
the state standards for all alternative 
strategies. However, for  the annual case 
the standard is exceeded only with al- 



Figure 6.-Predicted annual sulfur dioxide concentration for alternative control 
strategies, Masonic Building monitor. 

Test 1 * Test 2 

ternative A. The remaining alternative 
strategies bring levels below the stan- 
dard and a re  acceptable strategies for 
assuring compliance with the state 
sulfur dioxide annual standards. 

As anticipated, achieving compliance 
with the 24-hour standard requires a 
more restrictive fuel sulfur content than 
required to achieve compliance with the 
annual standard. Although compliance 
with the annual standard may be pos- 
sible a t  the test 3 sulfur content level 
with alternative A, the same sulfur com- 
bination in fuel oils will not meet the 
24-hour state standard (see compari- 
sons, figures 5 and 6).  

The average fuel sulfur contents 
that  would assure compliance with the 
24-hour standard and the annual stan- 

Alternatwe Control Strategies 

State of Mame 
Annual Standard 

----- 

Test 3 Test 4 

dard were derived by interpolation be- 
tween test 3 and test 4 (table 2).  The 
average fuel sulfur contents for the 24- 
hour compliance case are  more restric- 
tive than for the annual case. To assure 
compliance with both 24-hour and an- 
nual standards, a set of alternatives that  
establishes compliance with the 24-hour 
standard must be selected. 

In order to place into perspective the 
cost of implementing each st rate,^, a 
brief economic analysis was prepared. 
Generally, the economic impact of im- 
plementing a given control strategy will 
depend on the number of affected fuel 
oil users, the affected volume of oil 
consumption, and the reduction in fuel 
sulfur content required. The economic 
analysis prepared here accounts only 



Table 2.-Predicted peak annual concentrations a t  
monitoring sites 

Site Annual 
concentration 

pgJm3 
Jack Junior High School 46 
Lyseth School 12 
Portland Jetport 15 
South Portland High School 25 
South Maine Vocational Training Institute 3 5 - 
Portland High School 
Masonic Building 
Mobile Van (Downtown Location) 
Stroudwater (S.D. Warren)  
Warren Avenue (S.D. w a r r e n )  

for  the differential cost between fuel of 
the current and required sulfur contents. 

This economic analysis does not ac- 
count for the expenses that  might be 
incurred if changes to the present boiler 
configurations a r e  required. Nor does i t  
include any of the other expenses that  
might be required as  a result of im- 
plementing the proposed alternative con- 
trol strategies. The analysis also as- 
sumes that  sufficient oil of the required 
sulfur content will be available for ful- 
filling the needs of the selected strategy. 

The 24-hour test case was shown to 
be the limiting case in terms of com- 
pliance with state standards. The eco- 
nomic analysis was therefore established 
for the average sulfur content of fuel 
oil specified by the 24-hour case. The 
annual case was not considered because 
less stringent reductions in fuel sulfur 
content were required for assuring com- 
pliance with state standards. 

The results of the economic analysis 
per test case and alternative strategy 
show that  costs increase dramatically 
as  fuel sulfur level decreases and the 
area of control or volume of fuel af- 
fected increases (fig. 7 ) .  Test 1 is not 
included because i t  represents the status 
quo and no expenditures would be re- 
quired. Tests 2 and 3 show costs in- 
creasing as  fuel users in the Portland 
AQCR are  subjected to increasingly 
stringent controls on fuel sulfur content. 

However, these tests are  unacceptable in 
terms of meeting state sulfur dioxide 
standards. Test 4 was shown to be over- 
restrictive in regulating the fuel sulfur 
content in meeting ambient-air quality 
standards. 

The compliance case, intermediate to 
tests 3 and 4, restricts fuel sulfur con- 
tent only to the degree required to 
achieve compliance with the state stan- 
dard. A comparison of the incremental 
costs for implementing each of the four 
alternatives in the compliance case shows 
that  alternative A is the least expensive. 
The total incremental annual cost for 
implementing this strategy would be an  
estimated $330,000. 

The results of this study and their 
analyses were presented a t  a hearing be- 
fore the Maine Board of Environmental 
Protection. Subsequent to the hearing, 
the Board promulgated a new st rate,^ 
for  meeting sulfur dioxide ambient a i r  
quality standards in the Portland 
AQCR. The Board established a sub- 
region within the original Metropolitan 
Portland AQCR, denoted as  the Port- 
land Peninsula Air Quality Control 
Region. Included in this subregion a re  
all monitoring locations where violations 
had occurred. The fuel used in the sub- 
region after  1 November 1975 was re- 
stricted to a maximum sulfur content 
of 1.5 peycent, and the remainder of the 
Metropolitan Portland AQCR was per- 



Figure 7.-Incremental annual costs associated with 24-hour test sequences for 
alternative control strategies. 

Alternative Control Strategies 

Test 2* Test 3* Compliance Test 4 
Case 

'Unacceptable because predicted 
concentrations do not comply with standards. 
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Fugitive Dust from Vehicles 
Travelling on Unpaved Roads 

by THOMAS A. CUSCINO, ROBERT JENNINGS HEINSOHN, and 
CLOTWORTHY BIRNIE, JR., respectively research assistant, Center 
for Air Environment Studies; associate professor o f  mechanical 
engineering, Center for Air Environment Studies; and associate 
professor of mechanical engineering, The Pennsylvania State Uni- 
versity, University Park, Pa. 

ABSTRACT.-A model has been developed for estimating concen- 
trations of fugitive dust downwind of an unpaved road within a 
factor of 2 for most cases. The model allows for winds oblique to 
the road and also for extraction of fugitive dust from the plume as 
it diffuses to the ground. Experiments were performed to deter- 
mine the accuracy of the model in estimating downwind concen- 
trations of fugitive dust generated by a vehicle travelling on a 
gravel road. 

AN OFTEN NEGLECTED factor 
that  contributes to the inadequacy 

of a region's a i r  is fugitive dust. Fugi- 
tive dust is defined as  any solid particu- 
late matter that  does not come from a 
stack or  flue. It contributes to particu- 
late concentrations in several Air Qual- 
ity Control Regions that  still exceed the 
National Ambient Air Quality Primary 
and Secondary Standards ( E n v i r o n -  
men ta l  Protect ion A g e n c y  1974). 

There a r e  several sources of fugitive 
dust in the urban environment: 
1. Unpaved surfaces of travel; for  ex- 

ample, roads, private driveways, and 
parking areas. 

2. Paved roads, which yield a fine dust 
as  their surfaces wear. 

3. Building construction and demolition. 
4. Highway construction and repair. 
5. Tire and brake-lining wear. 

By f a r  the most significant contribu- 
tor of fugitive dust to the total sus- 
pended particulate burden is vehicular 
travel on paved and unpaved'surfaces. 
This paper is concerned solely with the 
prediction of fugitive dust concentra- 
tions downwind from unpaved roads, 
although the principles are  applicable 
also to paved roads. 

THE PREDICTIVE MODEL 
As a vehicle travels over an unpaved 

surface, dust is elevated by two mechan- 
isms. First,  dust adheres to the t ire as  
the t ire rolls over the unpaved surface; 
the dust is then detached from the t ire 
by centrifugal force and entrained in the 
turbulent wake of the vehicle. Second, 
turbulent eddies created by the passage 
of the vehicle sweep the fine dust from 
the ground and mix i t  upward. Both of 
these mechanisms cause the vehicle-road 
interaction to be a source of fugitive 
dust. 

To develop a n  easy-to-use predictive 
scheme for estimating concentrations 
with reasonable accuracy, this source 
has been theoretically modeled as an  ele- 
vated continuous line source of infinite 
extent. The assumptions inherent in 
this model are  : 

1. The particles distribute themselves in 
a Gaussian fashion in the vertical 
direction. 

2. The fugitive dust is sniall enough 
that  i t  moves exactly as  the air. 

3. The unpaved road is heavily travelled 
so that  the generation of dust by 
traffic can be treated as  a source that  
does not vary with time. 



4. The wind speed and direction are  not 
a function of height above the 
ground. 

5. The car velocity greatly exceeds the 
wind velocity so that  a line source 
essentially parallel to the road is 
generated. 

6. The distance from the road a t  which 
concentrations a re  predicted is suf- 
ficiently small in comparison to the 
length of the road so that  the road 
can be modeled as  a line source of 
infinite length and end effects can be 
neglected. 

7. The airborne fugitive dust particle- 
size distribution is such that  i t  can be 
represented as  a monodispersoid. 

Fugitive road dust can be injected 
into the atmosphere continuously or  in- 
stantaneously. A single vehicle travel- 
ling on a road a t  a speed much greater 
than the wind speed can be viewed as  a n  
instantaneous line source. On the other 
hand, many closely spaced cars travel- 
ling over the road can be modeled as  a 
continuous line source. 

Because the road dust is first of all 
mixed upward by the vortices trailing 
behind the moving vehicle, the vehicle- 
road interaction can be modeled as  an  
elevated continuous line source. The 
turbulent wake region can be modeled 
as  a volun~e of constant concentration 
called the mechanical mixing cell (Eenton 
e t  al. 1972). Beaton references work by 
Eschenroder as  the basis for the state- 
ment that  the height of the mixing cell 
is approximately twice the height of the 
vehicle. The width of the cell is assumed 
to be the shouder-to-shoulder distance 
across the road, provided this distance 
is less than 30 feet. In an  effort to de- 
velop a simplified model, the mixing cell, 
which is actually a volume source of 
dust, is modeled as  a line source elevated 
to the height of the volume source and 
located above the center line of the road. 

The conventional equation (Turner 
1970) for describing the concentration 
downwind from a continuous line source 

of infinite extent emitting a dust plume 
that  expands in a semi-infinite medium is 

QT 

c=  
u sin 8 r/x aZ (x) 

where 

c = Concentration (g/m3) 
u = Mean wind speed (m/s) 

Q., = Total line source strength as 
measured a t  the road (g/m-see) 

0 = Angle between the wind vector 
and the road (degrees) 

g, = Vertical dispersion parameter 
(m)  

z = Height above ground (m) 
x = Distance downwind of the source 

(m) 
h = Height of the source above 

ground (m) = 2 VET (m) 
Va = Vehicle height (m) 

This model is designed to allow for  
diffusion in an  oblique wind and to neg- 
lect particulate settling (assumption 2).  

Equation 1 can be further refined by 
allowing the ground to adsorb any par- 
ticulate matter that  diffuses to the sur- 
face. A model was proposed ( Johns tone  
1949) that  postulated an infinitely thin 
layer a t  the earth's surface into which 
particles that  diffused would be ad- 
sorbed. The adsorption process was 
modeled as a function of the Stokes 
terminal velocity of the particle, which 
is calculated by equating the drag and 
gravitational forces on the particle. To 
allow for  this subtraction of particulate 
matter from the plume, an  image source 
was postulated that  emits less particu- 
late than the image in equation 1. This 
was achieved by placing a deposition co- 
efficient (a) before the image term as  
follows : 



QT 

c=  
u sin 8 4% a, (x) 

z-h 
{ex. (4% ( )  ) + 

Equation 2 contains two unknowns, a 

and c ;  and thus another relationship is 
needed. Johnstone postulated that  the 
second relationship should be the con- 
tinuity equation 

Q T = o S X V s . ~  (x',o) dx'+,Smti;c (x',z) dz 

where 
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u, = The mean wind perpendicular to 
the road (m/sec) 

x' = A dummy variable representing 
downwind distance (m)  

V, = The particle terminal velocity as 
determined by the Stokes equa- 
tion (m/sec) 

Equation 3 states that  the total mass 
emitted from the source equals that  
which has diffused to the surface up to a 
distance x plus that  which passes 
through a semi-infinite plane beginning 
a t  the ground and a t  a distance x down- 
wind from the road. 

Four factors must be known to solve 
equations 2 and 3 simultaneously. First,  

the mean wind speed and direction must 
be known a t  the site of the unpaved 
road. This must be obtained either by 
measurement or by review of climato- 
logical data. Second, the source strength 
must be known. The source strength can 
be defined as  follows: 

where 

ET = Total emission factor measured 
a t  the road (g/vehicle-meter) 

f = Frequency of vehicle passage 
(vehicle/sec) 

A useful estimate of the total emission 
factor has been obtained (Roberts 1973) 
for  speeds from 10 to 30 mph on paved 
and unpaved surfaces (table 1). Third, 
the vertical dispersion must be acquired. 
The Pasquill-Giff ord curves ( ~ u r n i r  
1970) can be utilized for  this purpose. 
Finally, the particle fall velocity must 
be attained. From measurements we 
have made, distributions of fugitive dust 
from gravel roads (density of limestone 
= 2.7 g/cc) have yielded an average 
number geometric mean diameter for 
fugitive dust of 1.6 micrometers, with 
a n  average standard deviation of 2.9. 
Representing the polydisperse aerosol as  
a monodispersoid with a diameter of 1.6 
micrometers, the  Stokes fall velocity can 
be calculated. 

Table I.-Emission factors for fugitive dust from vehicle-road 
interactions (Roberts 1973) 

Vehicle LBS/VM* LBS/VM LBS/VM 
speed Type of road total below below 
(mph) particulate 10 microns 2 microns 

10 Gravel road 3.5 0.58 0.10 
20 Gravel road 7.0 1.9 .24 
30 Gravel road 22.2 9.0 .77 
20 Dusty paved road, 

no curbs .83 .17 .022 
20 Paved road with curbs, 

flushed weekly 
swept biweekly .14 .0055 - 

. .. p----..--.p--.--p-p--- ~ 

*LBS/VM=pounds mass per vehicle mile. 



Figure I.-A comparison o f  the theoretical versus experimental results on 
6 August at  18.3 m from the road. 
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Figure 2.-A comparison o f  the theoretical versus experimental results on 
6 August at  36.6 m from the road. 
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Figure 3.-A comparison of the theoretical versus experimental 
results on 15 August at 18.3 m from the road. 
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Figure 4.-A comparison of the theoretical versus experimental 
results on 15 Auqust at 36.6 m from the road. 
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EXPERIMENTAL VERIFICATION a factor of 2 in all stabilities provided 
OF THE PREDICTIVE MODEL one was only considering diffusion 

To test the validity of the predictive within approximately 200 m of the 
model, an  experiment was designed to source. Roberts reported a mean emis- 
sample the dust cloud generated by a sion factor of 9 pounds/vehicle-mile 
vehicle travelling on a gravel road. A with a 95-percent confidence interval 
1000-foot straight section of gravel road from 8 to 10 pounds/vehicle-mile. ~ h u s ,  
giving access to farm lands provided the the source strength in the predictive 
fugitive dust source. A vehicle of height model had an  error band of pound/ 
equal to 6 feet travelled the road a t  a vehicle-mile times the frequency of 
controlled speed of 30 mph and a fie- vehicle passage. The theoretical bands 
quency of two passes per minute. A of error due to the uncertainty in both 
classification of the gravel size was de- (rz and & are  also portrayed in figures 1 
termined by sieving. The maximum size to 4. 
stone comprising the road was l/rL inch, 
and 3.7 percent of the total sample mass APPLICATION OF THE 
was particles of less than 88 micro- PREDICTIVE MODEL 
meters. Equations 2 and 3 were solved simul- 

The dust plume was sampled in a taneously under selected conditions (fig. 
plowed field downwind from the road. 5 and 6 ) .  Figure 5 portrays the varia- 
Concentrations in the plume were ob- tion with x of the concentration a t  a 
tained a t  a fixed distance downwind by height of 2.7 m for various wind-road 
open-faced filters mounted a t  four ele- angles. Two important conclusions can 
vations above the ground on a station- be drawn. First, the effect of wind-road 
ary  support. Two vertical concentration angle on the downwind concentration 
profiles were attained on 6 August 1974 under the given meteorological condi- 
a t  18.3 m (60 feet) and a t  36.6 m (120 tions arid for the given aerosol para- 
feet) downwind from the road. Again meters was negligible beyond 100 m. 
on 15 August, two vertical profiles were Second, up to 100 m from the road, the 
obtained a t  the same downwind dis- concentration increased as the wind 
tances. The samples were drawn for 10 direction shifted from perpendicular to 
minutes a t  3.5 l p m  on 6 August and for parallel to the road. Figure 6 shows the 
20 minutes a t  7.7 lpm on 15 August. variation with x of the concentration a t  
Both sampling days could be classified as a height of 2.7 m, given various particle 
B stability with wind speeds of 2 m/sec. sizes. The conclusion to be drawn from 

A comparison of the concentrations this graph is obvious. The concentration 
as  estimated with Equations 2 and 3 decreases with x more rapidly as the 
and the experimentally measured con- particle size increases. In terms of 
centrations, both a t  the above given deposition, the above result can be 
conditions, was made for all four ex- understood by considering that  larger 
perimental profiles (fig. 1 to 4) .  The particles a re  removed from the plume a t  
predicted concentrations were found to a more rapid rate than smaller particles. 
be within a factor of 2 for 11 of the 15 
measurements and within a factor of 3 CONCLUSION 
for all measurements. The combined The predictive model yields concentra- 
limits of accuracy suggested for uz tions within a factor of 3 of the actual 
(Turner 197'0) and for the emission concentrations. Given the meteorological 
factor (Roberts 1973) accounted par- conditions, a highway engineer or air- 
tially for the variation between experi- pollution engineer concerned with the 
ment and theory. Turner suggested that  local effect of a proposed unpaved sur- 
a, may be expected to be correct within face on local inhabitants can use equa- 



Figure 5.-The variation of concentration with distance per- 
pendicular to  the road for various wind-road angles. 
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Figure 6.-The variation of concentration with distance per- 
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- 
C)  

f I O - ~  
(3 - 
Z 
II 
'z 
tx 
!- 
Z 
W 

0 
0 

- STABILITY = B 
- 

WlND VELOCITY = 2.24 M/SEC 
- 

HEIGHT ABOVE GROUND = 2.7 M 

- SOURCE STRENGTH = 0.085 GIM-SEC 

WIND-ROAD ANGLE = 90' 

PARTICLE DENSITY = 2.7 G/CM) 

- 

I O - ~ ~  I I 1 1  1 1 1 1 ~  
I 1 1 1 1 1 1 1  I I l l  

10' lo2 
DISTANCE PERPENDICULAR TO THE ROAD (M) 



tions 2 and 3, along with Robert's total 
emission factors, t o  determine whether 
detrimental particulate concentrations 
might exist. Furthermore, this method 
can be applied just a s  readily to fugitive 
dust f rom paved surfaces. Roberts de- 
termined a n  emission from a paved sur- 
face travelled by a vehicle a t  30 mph. 
More extensive research on emission 
factors f rom paved roads and a t  differ- 
ent  vehicle speeds is needed before ex- 
tensive application of this model can be 
made to  paved surfaces. 
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ABSTRACT.-Chemical monitoring is the classical way of defining 
air quality. However, the ability of plants to reflect changes in air 
quality must not be overlooked because certain species respond in 
definite ways to gaseous pollutants. In New Jersey, chemical- 
monitoring data and plant-injury data have proved supportive for 
SO,. While oxidant concentrations seemed to agree with plant 
data, recent changes in monitoring procedures have made the rela- 
tionship unclear. Plant data have provided the only evidence for 
the presence of toxic amounts of fluoride in the air and have 
warned of the existence of as yet unidentifed substances that 
impair air quality. 

of a n  urban environment can be 
based on two criteria : chemical data ob- 
tained by standard monitoring pro- 
cedures and biological data collected in 
health and vegetation studies. Ideally, 
for  each pollutant one would like to 
know the  concentration present in the  
ambient a i r  and the response tha t  i t  
elicited in a sensitive receptor, be i t  
human or  plant. Having been concerned 
with both types of evidence in New 
Jersey, we will discuss three kinds of 
situations we have encountered. 

Before we do this, i t  might be ap- 
propriate to indicate just how urban a n  
environment New Jersey is. The Garden 
Sta te  has a modest a r ea  of 7,836 square 
miles and a population of more than 7 
million people squeezed into i t  - a den- 

sity of 953 people per square mile, t he  
highest in the  Nation. The  number of 
registered motor vehicles is more than  
3.5 million, a density of 492 per square 
mile. 

SULFUR DIOXIDE DATA 
IN AGREEMENT 

The first situation is one in which 
monitoring data for  the concentration of 
a pollutant in  the  ambient a i r  a r e  in 
agreement with plant-injury observa- 
tions, and this  involves sulfur dioxide 
(SO,). 

Sulfur  dioxide has a long history of 
damage to vegetation in many parts  of 
the  United States. The  major  sources 
of SO, emissions in New Jersey a r e  
shown in table 1. However, since 1968 
New Jersey has had in effect regulations 



Table I.-Sources of SOz emitted into the air 
in New Jersey in 1970 

Source Proportion 
attributed 

Percent 
Power plant fuel 45 
Commercial and industrial fuel 27 
Residential fuel 12 
Manufacturing processes 9 
Transportation 6 
Incineration 1 

Source: New Jersey Department of En-  
vironmental Protection. 

controlling the sulfur content of fuels 
used in the State. These regulations 
have been very effective in reducing SO, 
content of the air, as can be seen in the 
figures from the New Jersey Depart- 
ment of Environmental Protection Air 
Monitoring System for three locations 
in the State (fig. 1). Ambient SO, con- 
centrations are  now a t  or below the 
federal standard of 0.03 ppm maximum 
annual average. In  the 2V2 years dur- 
ing which we have been conducting 
a state-wide survey of air-pollution 
damage to woody plants, SO, injury has 
been notable for its absence. 

Even when we made i t  a point to visit 
the site of power-generating stations, 
some of which burn coal and some oil, 

we were unable to find SO, damage on 
normally sensitive plant species such as 
crabapple (Malus sp.), birch (Betula 
spp.), zinnia (Zinia elegans), tomato 
(Lycopersicon esculentum), blackberry 
(Rubus spp.), and white pine (Pinus 
strobus). Inspection trips were made to 
the vicinity of six power plants in June 
1974 and two others in July 1975. These 
stations were located in urban, rela- 
tively suburban and rural settings. The 
only site where probable SO, injury was 
observed was in northwestern New 
Jersey a t  a Christmas tree plantation 
1Y2 miles downwind of a Pennsylvania 
power-generating station. Pennsylvania 
hasn't as rigid restrictions on sulfur 
content of fuels as New Jersey. It re- 
mains to be seen what will happen in 
terms of plant damage now that  eco- 
nomic pressures have forced a relaxa- 
tion of the regulations in New Jersey. 
At  this time we can conclude that  the 
chemical and biological data in respect 
to SO, are supportive. 

OZONE-OXIDANT 
SITUATION UNCLEAR 

Until 2 years ago we would have 
stated that  the data for oxidant con- 
centrations and plant damage are 
generally in agreement. Air-quality 

Figure I .-Ambient SOz concentrations (annual mean) 
in three New Jersey cities, 1970-74. Source: New Jersey 
Department o f  Environmental Protection. 



standards for ozone were established in 
1970 a t  0.08 ppm as an  maximum hourly 
average based on data obtained with the 
Mast (Mast Development Co., Daven- 
port, Iowa) total oxidant meter. In 
New Jersey we have consistently ob- 
served ozone damage on sensitive species 
such as bean and tobacco following 
elevated Mast readings. A study con- 
ducted simultaneously a t  several loca- 
tions in the Northeast attempted to 
correlate Mast total oxidant-monitoring 
data with injury to ozone-sensitive Be1 
W-3 tobacco (Jacobson and Feder 1974). 
Although there were some variations, 
generally the most severe tobacco injury 
occurred a t  the sites that  also had the 
greatest number of high Mast readings. 
However, recent changes in the monitor- 
ing technique required by the Environ- 
mental Protection Agency (EPA)  have 
complicated the picture. 

EPA has specified a chemiluminescent 
procedure as the required method of 
ozone monitoring. Unlike the Mast 
meter, i t  is specific for ozone, the major 
component of the total oxidant com- 
plex. Since New Jersey air-monitoring 
facilities replaced Mast meters with 
chemiluminescent devices in 1973, the 
apparent ozone level in ambient air  has 
increased. This increase has not been 
accompanied by a discernible increase 
in plant injury. As f a r  as we know, no 
one has systematically compared ozone 
levels obtained by a chemiluminescent 
technique and plant response. Until this 
is done, we will not know the signific- 
ance of the data in terms of effects on 
sensitive plant species. Since primary 
and secondary air-quality standards are  
based on effects on human health and 
plant life or  property, respectively, i t  
would seem of the greatest importance 
to resolve this matter as soon as pos- 
sible and establish new standards based 
on new monitoring technology if that 
proves necessary. 

Meanwhile we do have evidence from 
our observations of sensitive plant 
species that  an ozone problem exists in 

New Jersey, whatever the magnitude of 
the concentrations. Plantings of beans 
a t  New Brunswick and the Rutgers 
South Jersey Research Center in 1974 
and 1975 provide ample evidence of 
damaging levels of ozone. Ozone fleck 
on white pine also occurs throughout the 
State. I n  addition, we commonly ob- 
serve a dark upper-surface stipple on 
ash (Fmxinus americana), zelkova (Zel- 
kova serrata), dogwood (Cornus florida, 
C. stolonifera), and linden (Tilia to- 
mentosa, T. europaea, T. enchlora) de- 
veloping in midsummer. This symptom 
is similar to ozone toxicity symptoms on 
herbaceous species such as bean. How- 
ever, more experimentation is necessary 
to determine to what extent ozone or 
other stresses are involved in this symp- 
ton1 development. 

Further controversy has recently been 
injected into the ozone-oxidant picture 
with the finding that  certain remote 
rural sites show surprisingly high ozone 
levels. Various hypotheses, including 
natural sources, long-distance transport 
from urban areas, and consumption of 
ozone in urban atmospheres, have been 
proposed to account for these high 
levels. Again a correlation with plant 
injury is lacking. Simultaneous obser- 
vations of sensitive plants could help to 
clarify the significance of these monitor- 
ing data. With ozone we therefore have 
a situation where there is a demon- 
strated need for the simultaneous col- 
lection of monitoring data for pollutant 
concentration as determined by chemi- 
luminescent procedures and of plant- 
injury data. 

PLANTS LEAD THE WAY 
The third type of situation is the case 

where injury to plants is our only defini- 
tive clue to the presence of injurious 
substances in the air. Hydrogen fluoride 
(HF) is a case in point. The New Jersey 
Department of Environment Protection 
does not monitor H F  because the state 
has not established standards for atmos- 
pheric fluorides. Statewide surveys of 



air-pollution damage to agronomic crops 
conducted in 1971 and 1972 showed H F  
damage amounting to 3 percent and 18 
percent of the total losses, respectively 
(Feliciano 1971, Pell 1973). Character- 
istic H F  damage to woody and her- 
baceous plants continues to reflect the 
presence of toxic levels of this pollutant. 
In 1974 H F  was the major cause of air- 
pollution damage to woody vegetation in 
the state (Rhoads and Brennan 1975). 
Fluoride injury appeared as marginal 
scorch on a variety of species, including 
gladiolus, (Gladiolus hyb.) , wild cherry 
(Prunus virginiana), grape (Vitis la- 
brusca), linden (Tilia americana), blue- 
berry (Gaylussacia spp.), and aspen 
(Populus tremuloides) and as  tip necro- 
sis of various coniferous trees. Even 
oaks (Quercus alba, Q. velutina, and Q. 
prinoides), which are  considered only 
moderately sensitive to fluorides, were 
severely injured. Trees showing resist- 
ance during this extreme episode in- 
cluded Acer platanoides, Ilex opaca, 
Malus spp., and Betula populifolia. Tis- 
sue analyses of leaf samples collected in 
the affected area helped to pinpoint 
atmospheric fluorides as  the cause of the 
injury, and gave homeowners whose 
plants had been affected the local in- 
dustrial sources. Unfortunately i t  is not 
possible to make a quantitative estimate 
of ambient H F  concentrations from 
tissue fluoride levels. Monitoring proce- 
dures for the pollutant must be initiated. 

UNKNOWN POLLUTANTS 

We have encountered another type of 
situation where we have neither chemi- 
cal air-monitoring data nor specific 
plant data. We know that  plants are  
being injured by some a i r  pollutant, 
but we do not know its identity. One 
case involves a distinctive tip injury on 
Austrian pine (Pinus nigra) which is 
always delimited by a dark band a t  the 
base of the necrotic area (Brennan and 
Davis 1967). This symptom occurs on 
certain sensitive trees year after  year, 

with varying severity. Other neighbor- 
ing trees a re  consistently resistant to 
whatever the causal factor is. We have 
evidence for an  atmospheric cause of 
the Austrian pine tip-burn symptom as  
a result of the use of two open-top air- 
pollution modules, one supplied with 
charcoal-filtered a i r  and the other with 
unfiltered ambient a i r  (Mandl et al. 
1973). Using grafted trees prepared 
from scions of mature Austrian pines 
showing sensitivity and resistance to 
this sympton, we have shown that  the 
incidence of tip burn was much greater 
on the sensitive grafts grown in the un- 
filtered module than on those in the 
filtered module or  on the resistant grafts. 
We have been unable to duplicate this 
symptom through controlled fumiga- 
tions with 03,  SO,, or a combination of 
0, and SO,. The combination approxi- 
mates the symptom, but the dark band 
does not become evident until 3 or 4 
weeks after  fumigation. 

In summary, we emphasize the neces- 
sity of using both chemical monitoring 
devices and biological systems to evalu- 
ate a i r  quality. Chemical monitoring 
alone may yield data on ambient levels 
of many different pollutants. However, 
unless we can relate these levels to ef- 
fects on receptors, they are  meaningless 
abstractions. Plants alone are  not a 
satisfactory monitoring system, for al- 
though most pollutants elicit a charac- 
teristic response, i t  is too easily affected 
by other environmental variables (Pell 
and Brennan 1975). Our observations 
in New Jersey indicate that, a t  present, 
monitoring data and plant effects are  
well correlated in the case of SO,. The 
ozone-oxidant situation is not as  clear. 
Recent mandated changes in monitoring 
techniques require a reassessment of the 
degree of plant injury associated with 
certain ozone levels. In the third in- 
stance we find plant data yielding in- 
formation about a pollutant, HF,  which 
probably should be included in a mon- 
itoring program. And finally, we see 
reflected in vegetation the presence of 



as yet unidentified chemical substances 
in the atmosphere that  are indicative of 
further impairment of air quality. 

LITERATURE CITED 
Brennan, E., and S. H. Davis. 

1967. AIR POLLUTION DAMAGE TO AUSTRIAN 
PINE IN NEW JERSEY. Plant  Dis. Rep. 51: 
964-967. 

Feliciano, Alberto. 
1971. SURVEY AND ASSESSMENT OF AIR POLLU- 
TION DAMAGE TO VEGETATION IN NEW JERSEY. 
Rutgers Univ. Coop. Ext. Serv. 

Jacobson, J a y  S., and W. A. Feder. 
1974. A REGIONAL NETWORK FOR ENVIRON- 
MENTAL MONITORING : ATMOSPHERIC OXIDANT 
CONCENTRATIONS AND FOLIAR INJURY TO 
TOBACCO INDICATOR PLANTS IN THE EASTERN 

UNITED STATES. Mass. Agric. Exp. Stn. Bull. 
604. 

Mandl, R. H., L. H. Weinstein, D. C. McCune, 
and Monica Keveny. 

1973. A CYLINDRICAL, OPEN TOP CHAMBER FOR 
THE EXPOSURE OF PLANTS TO AIR POLLUTANTS 
IN THE FIELD. J .  Environ. Qual. 2: 371-376. 

Pell, Eva J. 
1973. 1972 SURVEY AND ASSESSMENT OF AIR 
POLLUTION DAMAGE TO VEGETATION IN NEW 
JERSEY. Rutgers Univ. Coop. Ext. Serv. 

Pell, Eva J., and Eileen Brennan. 
1976. ECONOMIC IMPACT OF AIR POLLUTION 
ON T7EGETATION IN NEW JERSEY AND AN IN- 
TERPRETATION O F  ITS ANNUAL VARIABILITY. 
Environ. Pollut. 8: 23-33. 

Rhoads, A. F., and Eileen Brennan. 
1976. FLUORIDE DAMAGE TO WOODY VEGETA- 
TION IN  NEW JERSEY IN 1974. Plant Dis. 
Rep. 59: 427-429. 



Sulfur Pollution : An Environmental 
Study of Welland, Ontario 

by MICHAEL R. MOSS, assistant professor, Department of 
Geography, University of Guelph, Guelph, Ontario, Canada. 

ABSTRACT.-The distribution of sulfur as an environmental pol- 
lutant is analysed in the vicinity of Welland, Ontario. A biogeo- 
chemical-cycle approach enables areas of excess accumulation to 
be compared among all linked ecosystem components. Although 
the patterns of distribution are similar, the amounts of sulfur 
accumulated in different ecosystems, grassland and woodland, show 
marked contrasts. The significance of these findings to urban and 
rural land-use planning is considered. 

THE PAST DECADE has produced ban expansion and amenities in the 
a tremendous explosion of informa- surrounding area. 

tion about all aspects of pollution. In  
spite of this there seems to be a major 
gap in our knowledge or an  inability to 
apply our knowledge of the effects of 
pollutants within a total environment. 
This is particularly true in terms of ter- 
restrial environments, yet there is a 
large volume of material on the effects 
of individual pollutants upon the sepa- 
rate components of these environments. 

Although environment-impact state- 
ments are  often a prerequisite for 
planned development of the human en- 
vironment, the spatial impact of pollu- 
tion upon the environment is often 
neglected. With the current rapid rate 
of urban growth in such places as south- 
ern Ontario, the impact of the urban 
physical environment system upon rural 
areas will undoubtedly increase. 

This impact will be most evident in 
the rural/urban fringe areas of existing 
urban centres. Yet i t  is also in these 
fringe areas that  there will be the 
greatest demands for residential ex- 
pansion, recreational facilities, and im- 
proved standards of environmental 
quality. This is a report on an attempt 
to identify the impact of one pollutant, 
sulfur, upon the total physical environ- 
ment of Welland, Ontario, and to show 
how an integrated approach to such a 
problem can benefit the planning of ur- 

THE AREA 
The city of Welland, Ontario, and its 

immediate hinterland provide an  ideal 
site for a spatial impact study. Welland 
is a moderate-size urban center (popula- 
tion about 50,000), which is heavily 
industrialized, having several major 
steel-producing and metallurgical in- 
dustries centrally located in an  elongated 
belt paralleling the Old Welland Canal 
(fig. 1). Furthermore, the city is suf- 

ficiently isolated from other major ur- 
ban/industrial centers such as Hamilton, 
Ontario (48 km northwest) and Buffalo, 
New York (24 km east) to remain 
reasonably free from any influence from 
such centers. The Welland area also 
lacks any major topographic barriers - 
being located on the Haldimand Clay 
Plain and a t  a point sufficiently f a r  
inland to avoid any significant lake- 
breeze effects from either Lake Erie (10 
km south) or Lake Ontario (22 km 
north).  

It is an area of declining agricultural 
importance, yet there remain several 
viable truck farming operations to the 
northwest. Soils are generally rather 
poorly drained clays, clay loams, and 
silty clay loams. Locally they are low- 
quality soils, but in a broader regional 
or national context they are classed as 
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soils with only moderate limitations to 
their future re-use and are  therefore of 
reasonable potential. 

Residential expansion is currently 
thrusting in a northward direction, but 
further expansion is likely to be to both 
east and west of the built-up area. Rib- 
bon development is now a common 
feature along many of the rural roads, 
and increasing housing demands within 
the region will no doubt heighten the 
problem. 

Furthermore, to accommodate this ex- 
panding urban population, the area (fig. 
1) contains five separate locations with 

high recreational potential, three areas 
that  are  unique biological sites, and the 
banks of the Welland Canals with their 
recreational potential (Phi l ips  Planning 
and Engineering 197la). 

Planners of human space and environ- 
mental quality should be aware of the 
condition of the physical environment 
because this will directly affect the 
amenities outlined above. Since all these 
amenities are  themselves components of 
the environmental system, i t  follows 
that  man's impact upon this system (in 
this case as pollution) should be under- 
taken from the point of view of a sys- 



tem analysis of the total environmental 
system. This can be achieved through 
a n  ecosystem analysis. 

THE APPROACH 
An ecosystem approach should pro- 

vide the most substantial and meaning- 
ful studies of environmental pollution 
(Moss  1976).  In  this way the biogeo- 
chemical cycles, which a re  a natural 
functioning part  of any ecosystem, can 
be used as  models that  naturally per- 
form a n  integrative function in linking 
all environmental components. Excess 
quantities of any biogeochemical ele- 
ment that  can be shown to disrupt the 
normal functioning of any ecosystem 
can be said to be pollutants. In addition, 
the biogeochemical cycles provide the 
necessary information about the precise 
form of the pollution element to be meas- 
ured in any one ecosystem component. 

By the established pathways taken by 
such elements, the links from component 
to component can be identified. At the 
same time a knowledge of the normal 
concentration of each element in each 
component can be used as a measure 
against which excess concentrations 
may be noted. I t  is the effects of such 
excesses that  are  considered pollution. 
Measurement of the distribution of con- 
centrations would therefore identify the 
spatial impact of a pollutant upon an 
area. 

SULFUR IN THE 
WELLAND ENVIRONMENT 

The approach outlined above will 
identify the sulfur cycle as  a pollution 
model to be utilized in an  environmental 
context. In almost every ecosystem, sul- 
f u r  is made available quite naturally 
either by weathering of bedrock or by 
absorption of gaseous sulfur from the 
atmosphere. This system is disrupted in 
locations where excess amounts of sul- 
f u r  are  injected into the atmospheric 
component, primarily as SO,, as a result 
of fossil fuel combustion and industrial 
processes. This may be viewed in eco- 

system terms as a new pathway intro- 
duced into the sulfur cycle, that  is, 
sulfur from the lithosphere reaching the 
biotic component via the atmosphere in 
much greater quantities and over a 
much shorter time span than i t  possibly 
could under natural circumstances 
(Moss  1976 ). 

The sources of excess sulfur in Wel- 
land a re  primarily industrial (fig. l ) .  
In 1968 (the last year for which com- 
plete data a re  available) some 1903 tons 
were injected into the atmosphere. Of 
this total, 1,701.5 tons were emitted by 
industrial sources (Ont. Dep. E n e r g y  
and Resour. Manage. 1968) .  This sur- 
vey of atmospheric sulfur was conducted 
for March through June, using 20 sites 
within the built-up area. The results 
obtained by the lead-peroxide method 
show a change from winter to summer 
concentrations with values as  high as  
1.20 mg S0,/100 cmyday immediately 
to the east of the main source. More 
significant is the spatial pattern. In each 
month the highest values occur to the 
east, downwind of the major pollution 
sources. However, a secondary area of 
moderately high concentrations with 
values between 0.50 and 0.70 mg SO,/ 
100 cm2/day is always present to the 
west of the Old Canal and extends over 
the western residential area and into the 
rural zone. A sharp decrease in values is 
encountered to the east of the main 
industrial zone, and a more gradual 
decline in values to the north and south. 

From September 1973 to January 
1974, I extended the survey area, using 
15 stations primarily to the east of Wel- 
land and extending several miles into 
the rural area. The use of Huey plates 
provided data siniilar to that  of the 
1968 survey and showed the highest 
values obtained to be 1.22 mg S0,/100 
cm2/day in January 1974 for  the site 
equivalent to that  mentioned above for 
the 1968 survey. Again the highest values 
of SO, were immediately east of the main 
source, and values decreased a t  varying 
rates from this peak. One major devia- 



tion from this pattern, however, is en- 
countered a t  distances approximately 
4.8 to 6.4 km east of the source, where 
a zone of secondary concentration is 
encountered. 

If the results of the two surveys are  
now combined to produce a pattern in- 
dicative of long-term conditions, then 
the distribution of atmospheric sulfur 
in the Welland area appears to be one of 
three fairly well defined and distinct 
areas of concentration (fig. 2) .  The most 
evident is the zone of high values en- 
countered immediately east (downwind) 
of the major source. Here values greater 
than 1.00 mg SOa/100 cm2/day a re  en- 
countered. This area is separated from 
the other two zones, which a re  due east 
and west, by troughs of fairly low mean 
values. Both secondary concentrations 
indicate values in the range > 0.50 to < 
0.75 mg/100 cm2/day. The area of 
secondary concentration to the east ap- 
pears to be less prominent in fig. 2. than 
i t  actually is in each month because of 
its north-south migration over 4.8 or  6.4 
kms. a t  different months. 

Anthropogenically - produced atmos- 
pheric sulfur has several possible fates. 

Some will undoubtedly drif t  outside the 
immediate area, but the natural path- 
way for  this atmospheric sulfur is to  
enter the biotic component of the en- 
vironment either as  gaseous SO, ab- 
sorbed by soils and vegetation or a s  
SO,- deposition, mainly in precipitation 
to the soil surface and subsequently to 
plant roots (Moss 1976, 1975a). 

Soil samples from the A1 mineral soil 
horizon were collected from sites within 
8.5 km of the main sources of atmos- 
pheric sulfur and were analyzed for 
SO,- content by the barium sulfate tur- 
bidimetric technique. A total of 26 sites 
were used, the majority to the east of 
the city. When results are  presented in 
graph form and plotted against distance 
from the source, some significant pat- 
terns emerge (fig. 3 ) .  The data show 
values to decrease with increasing dis- 
tance from the source to a point about 
4.0 k n ~  and then subsequently rise to a 
second and lower peak a t  about 6.4 km 
and then decrease. When woodland soils 
a re  distinguished from grassland soils 
this trend is particularly marked in 
woodland soils, the grasslands showing 
greater variation near to the source. 

Figure 2.-Schematic representation of the seasonal aver- 
age concentration of atmospheric sulfur over Welland 
and adjacent rural areas. lsolines drawn at  0.10 intervals, 
show SO3/ I00 cm2/day. 



Figure 3.-The generalized distribution of sulfate in soils and 
vegetation samples with respect to distance from the main 
source area. 
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Data to the west a re  too sparse for any 
significant identification of trends be- 
cause of fewer possible sampling points. 
The mean value for all soil SO,= values 
is 134 ppm, which can be subdivided 
into one of 160 ppm (range 18 to 726 
pprn : n=13) for grassland soils and 134 
pprn (range 50 to 284 ppm: n=3) for 
woodland soils. 

Vegetation was analyzed for SO,= in 
related surveys, one of herbaceous vege- 
tation growing in abandoned fields and 
one of leaf samples from woodland sites. 
The results of these analyses are  in- 
cluded in figure 3. Complete data for 
both soils and vegetation and the carto- 
graphic presentation of results have 
been published (Moss 1975a). Sites 
were the same as those used for soil 
sampling. 

Herbaceous vegetation samples con- 
sisted of clippings of lm2 quadrats, five 
for each location. Every effort was made 
to ensure uniformity of herbaceous 
species and age of abandonment. 

The results for herbaceous vegetation 

show that, except for two points about 
4.0 kin from the source, the amounts de- 
crease very slightly over 8.0 km in an 
easterly direction. Values obtained are 
consistently between 1,000 and 1,280 pprn 
SO,= except a t  4.0 km, where values 
fall to 588 and 802 ppm. To the west, 
the three locations sampled indicate a 
rise from 267 to 1,400 pprn over 0.6 km 
and a drop to 527 pprn a t  6.1 km. 

In sampling woodland vegetation, 
more consistency was possible in the 
materials sampled.. In each case oak 
leaves were collected. Quantities meas- 
ured ranged from 190 to 1,250 pprn and, 
as in the case of herbaceous vegetation, 
the pattern to the east showed two areas 
of relatively high values, one centered 
around 3.2 km and the other around 8.0 
km from the source. To the west ar- 
boreal samples show a similar pattern 
to herbaceous vegetation. 

Comparison between the arboreal and 
herbaceous data sets indicates that  the 
mean concentration in herbaceous vege- 
tation for all sites is 975 pprn (1047 



pprn to the east, 731 pprn to the west). 
Mean values for arboreal samples is 546 
pprn for all sites (576 to the east and 
472 to the west). In seven cases her- 
baceous and arboreal samples were col- 
lected less than 0.4 km apart, yet in five 
of these cases the arboreal samples 
showed values to be about one-half or 
less of the herbaceous SO,= values. 

DISCUSSION 

Though i t  is not possible to obtain 
statistically valid correlations in the 
spatial distributions of sulfur between 
either the atmosphere, the vegetation, or 
the soil, there is a remarkable corre- 
spondence in the nature of the distribu- 
tions encountered. Both ecological and 
pedological reasons can be advanced for  
this lack of statistical relationship 
(Moss 1975a). This result, however, 
differs from the similar work of Johans- 
son (1959) and McGovern and Balsillie 
(1972), who were able to show a 
straightforward linear relationship be- 
tween distance from source and 
atmospheric sulfur and vegetation-ac- 
cumulated sulfur. Lihnell (1969) found 
a somewhat irregular pattern in his re- 
sults from using similar variables. What 
these contrasting results do show, how- 
ever, is that  in many cases individual 
locations have to  be treated independ- 
ently. Although there are  established 
functional links between all environ- 
mental components, the patterns that  
emerge a re  determined primarily by the 
source and the atmospheric dynamics of 
the site. Successive stages in the move- 
ment of the pollutant from component 
to component will reflect this atmos- 
pheric spatial pattern. 

In the Welland case the occurrence of 
three distinct areas of atmospheric sul- 
f u r  concentration should have direct im- 
plications for any development in areas 
adjacent to the present built-up area. In 
terms of air-quality standards, con- 
tinuous monitoring for sulfur oxides a t  
the most heavily polluted site showed 

that  in 1973 on no occasions did con- 
centrations exceed Ontario criteria for 
desirable a i r  quality (Ont. Minist. En- 
viron. 1973). But whereas sulfur in the 
atmosphere is relatively short-lived and 
there is a constant throughput when this 
passes to the next component, there will 
be build-up. Here, in the soils and vege- 
tation, sulfur will accumulate over a 
long period of time; a growing season 
for vegetation and longer for soils. In  
both of these, local variables will deter- 
mine accumulations. For Welland, where 
the atmospheric sulfur is not severe, 
values of soil sulfur reach 726 ppm. This 
is considerably higher than any value 
obtained in the heavily industrial Shef- 
field region in England (Moss 1975a). 
For Trail, British Columbia, a mean of 
185 pprn (Katx et  a1 1939) is not ap- 
preciably different from that  of 134.12 
p p n ~  for Welland. For vegetation the 
Welland values appear to be extremely 
high when compared with, for  example, 
data from industrial South Wales, where 
oak leaves yielded a high of 113 pprn a t  
2.4 km from a source. 

The significant point from the above 
con~parisons is, that  to determine areas 
of environmental pollution requires an  
initial extensive survey to determine the 
extent of the atmospheric sulfur pat- 
tern, even in a n  area of relatively uni- 
form surface topography. The quantities 
of the pollutant encountered in the next 
environmental component should reflect 
the atmospheric pattern although in dif- 
ferent localities what may be acceptable 
limits in one component may be quite 
unacceptable in another. 

Furthermore, there a re  obvious dif- 
ferences between the amounts of sulfur 
absorbed and accumulated by soils and 
vegetation between grassland and wood- 
land ecosystems. The fact tha t  grass- 
land ecosystems appear to accumulate 
more sulfur could have significant reper- 
cussions on a i r  hygiene in the area. The 
planting and maintenance of sulfur- 
tolerant grass species could be useful in 
land-use planning. 
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Landfill Gases and Some Effects 
on Vegetation 
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ABSTRACT.--Gases moving from refuse landfills through soil 
were studied in New Jersey. The gases, products of anaerobic de- 
composition of organic matter in the refuse, caused injury and 
death of peach trees, ornamentals, and commercial farm crops, and 
create possible hazards to life and property because of the eneranee 
of combustible gases into residences. Rel~lediaI measures are 
described. 

THREE REFUSE LANDFII~LS in 
New Jersey have been under study for 

the past 6 years because underground 
gases from the landfills have been mov- 
ing through the soil into adjacent areas 
and darnaging vegetation. 

The New Jersey Cooperative Exten- 
sion Service, charged with responsibility 
for  responding directly to the needs of 
the state's citizens, becomes involved 
with various lrinds of problems. One of 
these has been the underground genera- 
tion and movement of combustible gases, 
carbon dioxide, and the odorous gases of 
sulfur reduction. Altl~ough there a re  
many different sources for these gases, 
we have been working with those aris- 
ing from the decomposition of organic 
matter in colrl~nercial refuse landfills. 

The members of the Rutge~s-Cook 
College faculty who have been involved 
in t l~ese  studies include a specialist in 
environmental sciences, county agents, 
plant pathologists, entomologists, and 
soil scientists. In addition, whenever 
possible we Iiave involved the staffs of 
the state, county, and municipal health 
departments, the New Jersey Bureau of 
Solid Waste hfanagement, the federal 
solid waste management progran~s,  the 
owners and operators of the various re- 
fuse landfills, and the owners of the 
properties affected. 

The problems described in this paper 
include the death of peach trees in a 
co~~lmeucial peach orchard in Gloucester 
County, the death of ornamental vege- 
tation in Camden C o ~ ~ n t y ,  and damage 
to comlne~cial farm crops in Burlington 
County. All are  located in the south- 
western quarter of the state. In addition 
to the death of vegetation, the Camden 
County case involved a hazard to life 
and pi-operty because of the entrance of 
combustible gases into private resi- 
dences adjacent to the Iandfill. 

THREE LANDFILL CASES 
The three landfill cases we have fol- 

lowed most extensively during the past 
6 years a r e  in Classboro, Gloucester 
County; Cherry Rill, Camden County ; 
and Cinnaminson, Burlington County. 
All were brougl~t  to the senior author's 
attention by Rutgers County Agents re- 
sponding to complaints of vegetation in- 
jury and death from unknown causes. 
All three cases were associated with 
landfills where refuse had been deposited 
in worked-out sand and gravel pits. 

Glassboro 
The landfill in Glassboro covered 

about 6 acres. The refuse, which con- 
sisted of llousehold and industrial 
wastes, denlolition materials, and sewage 



slttdge, was deposited lo depths of %O to 
20 feet. A commercial peach orcllard 
abutted the landfill along about 1,000 
feet of its peripl~ex-y. The balance of the 
landfill was adjacent to scrub vegetation 
on land that  was apparently not servixig 
any commercial, agrierxlttlral, or resi- 
dential use. 

Landfilling a t  this site began in Feh- 
rrnary 1968. Refuse deposition along the 
nolltlieast line of the landfill adjacent to 
the peach orcl~ard was con~ple-led in 
1969, The peach trees nearest this line 
began dying during the sunzmer of 1971. 
Oerr first inspection of this site was 
made In September 1972. By that  time 
about 50 peach trees had died (fig. 
Combustible gases ant? cark~on dioxide 
were found, along with low oxygen ton- 
centvations, in the root zones of most of 
these dead peach "cees, The greatest dis- 
tance of these dead peach trees from the 
landfill was 70 feet. 

In March 1974, landfill gases were 
fourtd more than 80 feet from the land- 

fill, By then about 70 peach Irees had 
died. 'Yhe peach farmela brought the 
operator of the landfill (the Borongl~ of 
G1assbo1.o) into the Chancery laivision 
of the Superior Coetwt of New Jersey, 
and after a .week of testilnorzy the case 
was settled out of court to the plaintiff's 
satisfaction, 

The landtill and pexeh orchard were 
examined again jn the early sunrrner of 
1945. The landfilling xn;ils complete and 
appea1'ed to have an acleqerate cover of 
soil material. Sovne rnirio~ settlejt-ilent 
had taken place, causing surface water 
puddles to form, Nore than half of the 
mature peach Irees adjacent to the land- 
i'rll in 1971 had heexi rellrored as part of 
.the farming procedure and were re- 
placed in 1973-74 with ;lew trees, Eow- 
ever, the yollllg t ~ e e s  irt the row nearest 
the lzindfill died arid were replaced tvitI~ 
new trees. These too died, in the spring 
of 1975. 

No corrective measures have been 
taken to reduce the lateral movemerit of 

Figure 8,-Commercial peach orchard adjacen+ +o complefed refuss lendEli in  
Glassboro, N, J. Dead peach trees caw be seen in +he rows nearest the lawdBi'll 
in foreground, 





Figure 2,-Vertical gas venting pipes in piace along the periphery of #he 
landBili in Cherry Hill, N. J. Newly planted freer; for landscaping are also shown. 

also sigris of vandalism : soxmle tree.; h ; ~ d  
bee11 pullcd F~vonl the ground ; otliers liad 
limbb k,u.ok~xi ofT; and wjme haci ap- 
paren"rly beaa stolen. 'B'he holes left after  
tlie types had bccn pulled o r  d w  from 
"Le ground appeared l o  be ~ a t l i ~ r  siial- 
low, and the soil beneath tliedn appeared 
to be* very well sealed since watw pud- 
dles rernaitleci in 411ern sor-ne day;; aftca- a 
hemly ra in ,  Ex;~mination of these trees 
iudicated that  nlaaig of the dead t r w s  
clid ~1o9, lire because of poor. pla~~kitig 
plaactice, Only a limited number of t l ~ r  
4rees revealed the presewc of the com- 
bustible gases in ll~eia- root zorte. 

During the 1:ist half dozen years tlre 
vegetation in the baclryard of the Ilome 
has coxltinued to die until only "cmt 
vegetation near tlie home remains. I t  
will be interesting to see if the gas vents 
j~reventffurther gas intrusion into these 
adjacent lands and permit veget. cl t' ion 
growth again. We plan to periodically 
monitor these lolantings to see if the 
landfill gases present any future prob- 
lems. Perhaps the vertical vents will 
alleviate the probleni a t  this location. 

@innaminson in Bursington Coujnty 
A landfill in whiel? yefuse has been 

placed to depths of  80 f ~ e t  on about 100 
acres is operating on ~lae uortbern side 
of lJxlion 1,:tnding Koad. A 600-foot- 
long road 411ter.facia exists ),etwee7i1 the 
1andli!!l and the farm elaa llir southerly 
side of T'uion I,;ixldilta lioad., ' k c  dis- 
tx~zcc k~etwren the edge of Clze farm and 
-the edge of tlac Xandfi11 is 50 to 60 fcet. 
This space is occaapieci k ~ g r  Union Lmd-  
ing Road artil it:; rielat of way. Ap- 
patnently all sorts nf' refelse matwjals 
have been acccptctl by - I ~ P  landfill, which 
began operation aX)o~x"c%95~ 
In the snmr-taer of 1!)70 the fzrrnc;.. 

experier~ced diEculty in growing tonla- 
toes: in fields nearest the landfill. Very 
unpleasant odors, arising from the area 
of his field nearest Union Landing Road, 
wcre noted by the farmer during the 
spring plowing of 1971, At that  time 
we examined this field for possible prob- 
lerils associated with the landfill. In the 
fall of 1971 decomljosition gases were 
discovered 300 feet from tlie landfill. 
Since the spring of 1971 the farmer has 



not cultivated the  2 to  3 acres of his 
fields nearest Union 1,andillg Road. Tlie 
death of vegetation in the  field resulted 
in erosion of the  surface of the field, 
atxi a weed cox er crop developed, 

By the fall of 1971, the landfill op- 
crator had recognizeti t ha% his Iatldfill 
was the source of the farnlrr9s 1~rolt1e.11~~ 
I l e  then installetl a. BOO-foot-long, 10- 
foot-de~l,, 3-foot-wide gravcl-filled trrnrlr 
the total length of the ilaterf;~cc kjetweexi 
the XaxxtSfiil s211d the P'a~m. Tills did 110% 

seer11 to alleviate the prolslcwa?. App:zr- 
cnily the gases contilinned to flow from 
the Xar~dIiXl h c n c ~ ~ l l ~  tkc  trcrrcll rnto the 
Earn? field, 

'bn the  spying rlP 1972 soil t es i s  w e ~ e  
matte in thc  areas of the f a rm %l~t?rc  
regckatictn was und;ira~a:?:ed alld wlicre 
flae vcgclal ion h a d  hee~r killed l ~ g  thc  
lalidfii% gases, TLlc alatx.ienlt qtiality oC 
ktotl? soil arcas was fotrtid t o  be the  saiwre, 
In it!l;~r.ch 4!1'i:$ tlrc landfi11 operator in- 
stailed 4-inch plastic v ~ r t r c a l  \rcn"iin:: 
pipes aXoilg Ck~e total l e ~ ~ g i l l  o f  i81c~ laud- 

fill-farm field in"cerfaee. These pipes 
were put in1 Lo a depth of 30 to 10 feet 
on 20-to 23-foot centers. 

In April 1973 the  faa.r~~ea. ancl the  
landfill opera to^ developed an interim 
agreement ~ - e l a ~ i v e  to payments for  
danlapes claimed by the F;~rmer. and coy- 
receive artinns to be talcen hy the Xand- 
fill to  allcviaie the gas problem. Ita 
I>ecember 1974 the f;irmer noted areas 
far t l~ei-  fl-or~a the field wlter-e his  rye 
cover crop w;zs dying (fig. 3 ) .  A cX1~~li 
nf  the gz.orxiirl gases 1rn Shehe areas re- 
vealed the y~~esel ice of corr~bustibie gases 
tap ko 600 feet from (he nearest edge of 
the l:mtlfill, In summer of 1975, corn- 
busti\,ls. qases weye found Know than 
P" - 1 ,:,O feet froln the x ~ c a ~ c s t  edge of i h e  
lanclfill. At  I his tiraw l hey v e3.e d:amng- 
In:) cox,lrner*ci:ii eel-n aiid sweet potato 
crops. It appears "chat "tic rrrrtinlg pipes 
werbe rlot i'nnctloning p~opc1rly : although 
visual ex;ln~it~;ition i1idic.atc.d "cml gtoe~nd 
gases a r r  being veilted to b i ? ~  atanos- 
y1ies.e by t h r  pipes, Suggestions made 

Figure 3,---Rye plenHny in farm fieid adversely aRealted by Iawdfill gases 680 
Ceel from nearest edge of the landEli a+ Cit~neminson, N, J, 



"c improve gas-venting inclnde instal- 
ling pumps on the pipes to witlidraw the 
conibustible gases fm-om the lanclfill and 
venting from greater depths. 

As indicated above, we found landfill 
gases 180 feet from the landfill in the 
spring of 1971, 300 feet frona the land- 
fill in the fall of 31 9'31, 600 feet fronl the 
landfill in December 1974, and 750 feet 
this srxrnnser (1975). IZowever, the 
migration of these gases has not been 
constant, JhIeasurements talrerl a t  a num- 
ber of other times indicated that the 
gases had appa~exltly retreated toward 
the landfill. Their outward rnovenlent 
seenas to be a t  ar1 ui~even rate, depending 
upon various factors, Inany of which are 
riot understood. Incidentally, the consul- 
tant  hired by the landfill company re- 
ported that  tlae degree of migrating 
gases has decreased with time. Ob- 
viously our data conflicts with his. Sorne 
of this disagreement might be due to 
making measurements a t  different loca- 
tions and times. 

We will continue to follow this situa- 
tion and determine the ultimate fate of 
the laxldfill gases and vegetation growth 
in the  fields. Eight to 20 acres of the 
farm field are now involved in problems 
of poor or no vegetation due to the ad- 
verse influence of gases from the land- 
fill located to the north of the field. 

The landfilling directly north of TJnion 
Landing Road is nearly complete. Cons- 
pletion of the landfill will involve filling 
the westerly corner of this former. sand 
and gravel pit. This additional filling 
will bring the refuse in contact with the 
soil along Union La~lding Road for at1 
additional few hundred feet immediately 
~ppos i t e  the Hunter Farm. This includes 
an  area on which a farmhouse is located 
plus an additional few hundred feet im- 
mediately opposite the Hunter Farm 
comnlercial farm fields. I t  is possible 
that  the refuse will he located against a 
soil bank within about 100 feet of the 
farmhouse. 

This farmhouse has a dirt-floor cellar, 
which is used to store various farm 

crops derrirag the winter. Therefore we 
have set up permanent gas-sampling 
stations opposite the landfill area still to 
be filled. In addition to exposing this 
fan-nhouse to possible infiltration of 
landfill gases, another ~wivate Itonle and 
a t  least one light-industry buildillg will 
also be within ;i couple of hundred feet 
of "ihe refuse upon cobnpletic~n of "cae 
landfill. Unless adequate protective 
measures, s~sch as a gas barrier or  ade- 
quate rents oo both, are talieri to prevent 
the nlovelnent of landfill gases, i t  is pos- 
sible that  "chese buildings and additiotlal 
farm fields will in time become involved 
wit11 the conlbustible gases travelling 
u~lderground froni the landfill. 

GAS MEASUREMENTS 

All our underground gas measure- 
ments were made by adapting various 
gas-measuring equipment that was orig- 
inally designed for making safety checks 
and measuring combustion eEciencies. 
To determine whether or not foreign 
gases are  present in the soil atmos- 
pheres, it is necessary in most cases to 
first make a hole in the ground. Cur- 
rently we are using a comme~cial bar 
hole maker to obtain a 3-foot deep, 
inch hole. This comn~ercial instrument 
(fig. 4) incorporates a steel hole-rnaliing 
rod and driving weight in one con- 
venient unit. This same type of unit is 
used by nlost gas utility companies when 
searclling for leaks frona tlzeir under- 
ground pipelines, The l~andle of our hole 
nlalrer is electrically insulated to prevent 
a shock should i t  come in contact with a 
live underground electric wire. 

The sample is withdrawn from the 
bar hole by use of a 3-foot long 0 non- 
sparking probe. If desired, a noncon- 
ducting probe may be used, A rubber 
stopper is placed over the upper exid of 
the samglillg probe to help seal the bar 
hole from the ambient air. However, 
the nature of the sanzplirlg method fre- 
quently allows large quantities of am- 
bient a i r  to dilute the sample. 



Figure 4.---Bar hole maker i s  held by man on leff, Righa, road- 
ing an MSA Explosime+er to measure the consenfration of 
combusfible gases in a sample drawn f rom +he bar hole. 

The rwost corkvealient test for cllecking 
for the gases of anaerobic decomposition? 
of organic mattea. Is with a con~bustible 
gas meter, We pass our gas sample, 
which is drawn from the bar hole, 
through an  M.S.A. Explosimeter, an In- 
strument used by the gas utility corn- 
panies wllen cl~ecking for leaks in their 
landerground lines. The Wlleatstolle 
bridge principle is used in the i n s t ~ u -  
ment for determilling gas concentration. 
The combustible gases are  burned on a 
heated catalytic filament, tl~ereby chang- 
ing its resistance, This unbalances the 
bridge, giving a readi~ig on the gal- 
vanometeef. 

These combustible gas-measuring in- 
strunzent readings indicate the percent- 

age of the lower explosive limit of the 
gases for which the iilstrrm1en-i is cali- 
brated. The lower exl~losive l in~ i t  for 
metllane is a 5-percent dilution in air* 
However, i t  is possible to tell fron? the 
response of the meter whether or  not 
the combustible gas co~~centra t io~l  is be- 
tween tile lower and tapper explosive 
limits or above the upper explosive limit 
(1 5 percent methane in air).  By use of 
a dilwtion tube on the intake side of the 
meter, i t  is possible to theoretically de- 
termine the actual combustible gas con- 
centrations up  to 100 percent methane. 
I t  is also possible to sepam,ate heavy 
petroleum vapors from the lighter hydro- 
carbon gases by use of an activated 
cl-tarccal filter on the sampling line. 
Regular calibration is required. 



The earboaz dioxide and oxygen con- 
ct~ntratioms of the ground gases obtained 
from the bay holes are  analyzed by the 
Orsat method, normally used to aneasrarc 
the efficiency of f ossil-f uel-fired Eu~naees. 
In our field-test work we use the Bach- 
arach Fyrite carbon dioxide and oxygen 
indicators. In the carbon dioxide .in- 
dicator, the CO, is absorbed in a potas- 
sium hydroxide solution. In the oxygen 
indicator, a. chromous chloride solution 
is used. Carbon dioxide indicators are  
available for reading 0 to 20 percent 
and the 0 to 60 percent concentrations. 
The oxygen indicators are for  determin- 
ing O to 21 percent concentrations. 

Unpleasant ground gas odors are fre- 
quently an  indication of gases of ana- 
erobic deconiposition of organic matter. 

Thrse tanpleasant odors can often be 
checked for by 'j&ithd~;twing a soil 
sample Prom the ground and sn~elling 
the sample, 

We have occasionatly ixsed industt.ia1 
hygiene dry-tube indicators to clieckc for 
the possjhle presence of sulfur gases and 
earbon monoxicte. Kowever, in general 
we firid the field test Coy combusiil~le 
gases to be the easiest, quicliest, and 
simplest to make, Orar next most fre- 
quently used field clrecli is for carbon 
dioxide. Norr-uallg we would not expect 
to record the presence of combustible 
gases or carbon dioxide with these field- 
test meters if there were riot significant 
quantities of the gaseous products of 
anaerobic decomposition present in the 
soil gases. 



Characterization of Biological Particulate 
Loads in Metropolitan Air 
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search assistant, Center for Air Environment Studies; professor of 
botany; and professor of mechanical engineering and director of 
the Center for Air Environment Studies, The Pennsylvania State 
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ABSTRACT.-The atmospheric particulate load includes a wide 
range of naturally occurring particles of biological origin that 
serve as a reservoir of allergenic agents in respiratory disease. 
Improved knowledge of potential aeroallergens is needed by medical 
clinicians. Aims are to better characterize air spora, qualitatively 
and quantitatively, and determine daily (by hour) periodicities of 
occurrence and prevalence of different kinds of spores, and sea- 
sonal variations. Main emphasis is on fungus spores about which 
least is known though they occur in considerable numbers. Effi- 
cient volumetric samplers provide time-related deposits of air 
spora at three sites in Pennsylvania. 

I NCLUDED IN T H E  ATMOSPHERIC - 

load of particulates is a wide range of 
naturally occurring particles of bio- 
logical origin, such as microorganisms, 
pollens and other plant spores, frag- 
ments of plants and insect parts, etc. 
This diverse a i r  spora of natural origin 
also serves as a reservoir of allergenic 
agents in respiratory disease. Improved 
knowledge of potential aeroallergens is 
much needed by medical clinicians. 

Characterization of airborne biologi- 
cal particulates is the first phase of a 
study of aeroallergens being carried out 
a t  the Center for Air Environment 
Studies a t  The Pennsylvania State Uni- 
versity. Aeroallergens a re  defined as 
substances encountered in the a i r  which 
can incite allergic responses. Generally, 
these a re  inhalant allergens, and the 
major responses are  allergic rhinitis, 
including seasonal hay fever, and 
bronchial asthma. 

Primary aims of this phase of the 
project are  to apply modern techniques 
of a i r  spora study to : (1) characterize 
qualitatively the potential aeroallergens, 
mainly fungus spores and pollens, of 
major regions of Pennsylvania; (2) to 
provide quantitative volumetric data on 
a i r  spora; and (3) to determine circa- 

dian (daily, time-related) and seasonal 
periodicity of occurrence and prevalence 
of different kinds of spores. We also 
a re  beginning to relate spore data to ap- 
propriate meteorological variables where 
possible. 

The econornic impact of aeroallergens 
can be assessed in only general terms. 
Of the United States population, about 
15 percent may be sensitized easily to 
many allergenic materials and another 
25-30 percent a re  considered somewhat 
sensitive (Kern 1962). Approximately 
15 million persons in the U.S. suffer 
effects of hay fever and/or asthma. More 
than $70 million are  spent on prescrip- 
tion medications related to allergic re- 
sponse each year. About 25 million work 
days a re  lost per year due to hay fever. 
Further, lowered work efficiency due to 
symptoms and sedative effects of some 
medications is probable. Allergic rhin- 
itis also often increases susceptibility to 
infections of the respiratory tract. 
Asthma incidence leads to an  estimated 
$260 million a year in resource costs, 
including premature deaths, medical 
treatments and absenteeism (Finkel- 
stein 1969). 

Almost any organic material, from 
plant or animal sources, may be a po- 



tential allergen. Among the more com- 
mon known aeroallergens are pollens, 
fungus spores, danders (animal hairs, 
feathers, flakes of epidermis, etc.) ; 
house dust (heterogenous mixture) ; in- 
sect parts ; algae ; certain cosmetics ; and 
products containing linseed oil, organic 
solvents, etc. 

The two most important groups of 
naturally occurring aeroallergens are the 
pollens and fungus spores. Pollens a re  
usually considered to cause the most 
problems, and ragweed is believed to 
account for some 90 percent of pollenosis 
in the U.S. (Hewson 1967). 

POLLENS IN THE ATMOSPHERE 
Pollens are  produced in great num- 

bers throughout the world. Of the ap- 
proximately 100,000 known species of 
flowering plants, about 10 percent are 
adapted to wind pollination (Gregory 
1973). Most pollen grains range in size 
from 15 to 50 pm, and most species have 
distinctive features and characteristic 
size. Gravitational fall rates range from 
about 1 to 10 cm/sec. In general in the 
temperature zone, the tree-pollen season 
is in the spring, the grass season from 
late spring through summer, and the 
weed season mostly in late summer and 
fall. There are  of course variations and 
overlappings depending on species and 
climate as well as more local meteoro- 
logical conditions. 

The members of the ragweed group 
(Ambrosia sp.) are prolific pollen pro- 
ducers, and the pollen grains are ex- 
ceptionally well suited to aerial dis- 
semination. The plants may grow in 
abundance where soil and cover vege- 
tation have been disturbed as in housing 
developments, along highways, rail- 
roads, etc., as well as on agricultural 
land. 

Millions of acres in the U.S. are in- 
fested by ragweeds to some extent. 
Surveys have revealed as many as 
170,000 plants/acre (about 42/m2) in 
some fields when no cover crops were 
grown after  winter cereal grains were 

harvested. About 56,000 plants/acre 
( l l /m2) were found in a subdivision 
area under construction (Hewson 1967). 
An estimated 50 pounds (22 kg) of pol- 
len could be produced by an  acre of 
giant ragweed plants in a season 
(Finkelstein 1969) ; a t  200 million 
grains/gram of pollen, this means 4.5 x 
1012 pollen grains could be produced per 
acre over an 8-week pollen production 
period. About 5 to 10 percent of the 
pollen can be expected to become 
airborne. 

The distance traveled depends on 
many factors, and i t  should be noted 
that  airborne particles are  being de- 
posited continuously on surfaces near 
the ground. Despite deposition, the pro- 
portion escaping to be transported some 
distance from the source places con- 
siderable numbers in the air  to be dis- 
persed over large areas. Concentrations 
of several hundred ragweed pollen 
grains/m3 of a i r  are  not uncommon over 
much of the central and eastern U.S. 
during the ragweed season each year 
(Hewson 1967). Peak concentrations 
over cities some distance from major 
sources may reach several hundred per 
m3 in some areas. Cities often have local 
sources of ragweed as well. 

The relationship of concentration of 
pollen in the a i r  to production of symp- 
toms is not well known. Individuals may 
differ greatly in their sensitivity to 
dosage. However, i t  has been reported 
that  as few as 100 pollen grains inhaled 
over a 1-hour period often caused symp- 
toms, and in one individual as few as 30 
incited hay fever (Connell 1968). Since 
the volume of air  inhaled approximates 
1 m3/hr for an  adult engaged in light 
activity, i t  is apparent that  exposure 
levels commonly encountered could 
readily incite allergic responses in sus- 
ceptible individuals. It is also known 
that  being sensitized to one pollen or 
substance can increase sensitivity to cer- 
tain other allergens (Connell 1969). 

Ragweed pollen fall rate in a i r  due to 
gravity is about lcm/sec, thus convec- 



tion currents can readily carry them 
aloft. Most ragweed pollen is released in 
the morning hours, but concentration 
peaks may occur also later in the day or 
a t  night due to pollen descending from 
high altitudes. In general there is a 
decrease in concentration with height, 
though greater numbers may occur a t  1 
or  2 km altitude than a t  ground level, 
due to various atmospheric factors and 
source locations (Gregory 1973). 

FUNGI IN THE ATMOSPHERE 
Fungus spores, which are  usually 

more prevalent in a i r  than pollens 
(often >75 to 1)  also can act as potent 
allergens (Hamilton 1959). Fungi grow 
on organic matter and some parasitize 
living plants, insects, and animals. Most 
spores occurring commonly in outside 
a i r  originate from fungi growing on 
plant debris or on surfaces of living 
plants, trees, etc., rather than from soil 
as  sometimes inferred. Air in buildings 
may in addition to spores from outside 
a i r  also contain spores from moldy sur- 
faces and mildewed materials within the 
building. 

Fungus spores are  usually smaller 
than pollens. Most range in size from 
3 to 30 pm (the size range of water 
droplets in clouds). Gravitational set- 
tling rates are  0.05-2 cm/sec, and thus 
most fungus spores become airborne and 
remain suspended longer than pollens. 
Viable fungi have been recovered a t  
altitudes of 17 miles (27 km),  and over 
oceans thousands of miles from land as  
well as over the North Pole (Ingold 
1971). 

Many thousands of species of fungi 
produce spores that  may become air- 
borne. (Fortunately only a few hundred 
types a re  found in a i r  samples that  we 
have studied !) A few examples of pro- 
lific spore production are  as  follows : a 
single large puffball may contain 7 x 1012 
spores; a large specimen of bracket fun- 
gus may produce 3 x 1010 spores/day for  
a 5-month season; an  average field 
mushroom might produce lo8  spores per 

day; a single smut-diseased wheat grain 
may contain 12 x lo6  spores; and a 
single colony of blue mold (Penicillium 
sp.) 2.5 cm (1  in) diameter may bear 
about 4 x lo8  spores (Ingold 1971). 

Concentrations of about 10,000 fungus 
spores/m3 of a i r  may be typical on a 
summer afternoon (Hirst  and Hurst  
1967). Numbers may vary greatly, de- 
pending on species prevalent, previous 
conditions for growth and spore produc- 
tion, location, climate, geography, sea- 
son, weather (temperature, humidity, 
wind speed, turbulence, etc.), time of 
day, biotic factors, etc. Exposure de- 
pends on an individual's activity and 
location a t  any particular time. 

Spores of the genus Cladosporium 
(Normodendrum) seem to be the most 
numerous found in samples from several 
places in the world, often comprising 
about 50 percent of the total spores 
recorded. This genus is also considered 
one of the more allergenic encountered. 

SAMPLING SYSTEMS 
The practice of allergic medicine in 

the United States has, to some extent, 
been dependent upon a n  incomplete 
knowledge of the kinds and amounts of 
spores in the atmosphere, particularly 
fungal spores. This project aims a t  
providing improved characterization, 
qualitative and quantitative, of a i r  spora 
occurrence. The main emphasis is on 
fungus spores, since pollens a re  better 
known (Wodehouse 1971, Jones 1952, 
Hyde 1959, Hyde and Adams 1958), and 
the modern techniques of air-spora 
study employed a r e  well suited to im- 
proved sampling of the smaller fungus 
spores. Also, excellent studies of rag- 
weed pollen production and dispersal 
have been undertaken (Sheldon and 
Hezuson 1962, Ogdon et al. 1966 and 
1969, Harrington 1965, Raynor et al. 
1973 and 1974). 

In 1946, the American Academy of 
Allergy standardized the methods of as- 
sessing pollen in the a i r  (Durham 1946, 
Durham et al. 1947). This "gravity set- 



tling" method was extended to estimates 
of fungus spores in 1948 (Merksamer 
and Sherman 1958). In prior surveys, 
culture-plate studies were made. Much 
useful information has been derived 
from these methods, and they a re  still 
in common use. 

After the development and testing of 
efficient volumetric suction samplers 
(May  1945, Hirst 1952, Andersen 1958) 
i t  became quite clear that  the simple 
gravity samplers can give very distorted 
estimates of pollen and fungus spore 
concentrations and may result in serious 
underestimation of the number of dif- 
ferent types actually present in the air. 
Problems a re  more serious for fungus 
spores than for most pollens, and this 
is particularly true for species produc- 
ing smaller spores (Gregory 1952, 
Gregory and Hirst 1957, Ogden and 
Raynor 1960, Solomon 1970, Ingold 
1971). 

In the last 20 years a great deal has 
been learned about circadian and sea- 
sonal periodicities of several fungus 
spores and pollens, especially in Eng- 
land, and in some studies in the U.S. 
The techniques of volumetric sampling, 
coupled with time discrimination of de- 
posits, showed clearly that  a consider- 
able variation often occurs from hour to 
hour, between night and day, as  well as  
seasonally (Hirs t  1953; Pady et al. 1962, 
1967, 1969; Gregory 1952 and 1973; 
Ingold 1971 ; Haard and Kramer 1970). 

RATIONALE 

There is little definitive quantitative 
information concerning fungal aeroal- 
lergens for  most of North America and 
essentially none for  Pennsylvania. I t  is 
to be expected that  several other fungi 
will be shown to be quite prevalent in 
most areas when systematic volumetric 
sampling is done (Gregory and Hirst 
1957, Hamilton 1959, Adams 1964, Sayer 
et al. 1969). Further, we do not have 
qualitative or quantitative comparisons 
of fungal a i r  spora for  different regions 

as  affected by climate, seasons, vegeta- 
tion sources, etc. 

A result of the general state of knowl- 
edge is that  allergists are  in a poor posi- 
tion to relate observed symptoms to 
known botanical events, and must rely 
mostly on sensitivity testing with pre- 
pared extracts of a limited number of 
empirically determined allergenic mate- 
rials. Improved methods of characteriz- 
ing the a i r  spora will reveal more 
organisms that  should be tested as  po- 
tential allergens, and may elucidate the 
causes of some of the seasonal and per- 
ennial allergies whose etiologies are  still 
unknown (Greenburg et al. 1966, Girsh 
et al. 1967, Paulus and S m i t h  1967). 

PROCEDURE 
Volumetric samplers a r e  operated a t  

such heights above ground (about 30 m) 
to determine the general concentrations 
of a i r  spora. Many if not most of the 
spores moving over a city have exo- 
genous origins some distance away 
(Harrington 1965, Ogden et al. 1966, 
Freedman 1967, Davies 1969b). By 
situating samplers well above ground 
level (to avoid obstructions to free a i r  
movement, such as  nearby buildings, tall 
trees, etc.), local site effects are  mini- 
mized. Bias due to very localized sources 
of spora from within a city is reduced 
by allowing vertical and horizontal mix- 
ing time before reaching the sampler. 
Thus each sampling station becomes 
representative of a considerably larger 
area (Davies 1969a). 

The Hirst (1952) spore t r ap  is a volu- 
metric suction-impaction sampler that  
gives continuous and time-related par- 
ticle deposits from known volumes of 
air. The Casella model (C. F. Casella 
& Co., Ltd., London, England) is a 24- 
hour sampler utilizing a standard 
microscope slide. The Burkard model 
(Burkard Manufacturing Co., Ltd., 
Herts, England) operates continuously 
for 7 days, using a plastic tape on a re- 
volving drum as  the collection surface. 
Both models draw a i r  a t  10 liters/ 



minute through a 2x14-mm orifice. 
Particles impact on the silicone-greased 
collection surface, which moves con- 
tinuously a t  2 mm/hr. 

Counts and identification are  made by 
microscope a t  about 1,000 magnifica- 
tions a t  positions corresponding to 2- 
hour intervals. Data derived show the 
kinds and number of air  spora present 
(per m3 of a i r )  and the times of occur- 
rence throughout each day. 

Weather data are  being obtained from 
stations near the sampling sites for 
correlation with air  spora data. Meteor- 
ological information includes tempera- 
ture, precipitation, wind speed and 
direction, and relative humidity. In- 
formation on large-scale weather sys- 
tems or other meteorological data 
available may also be useful in charac- 
terizing patterns of occurrence of air  
spora as related to changing environ- 
mental conditions. 

The three sampling stations, started 
in mid-1972 and currently operating are 
a t :  (1) Pittsburgh, atop the 11-story 
Veterans Administration Hospital in 
Oakland; (2) Philadelphia, on the roof 
of a 12-story building in Jenkintown; 
and (3) State College, a t  the Pennsyl- 
vania State University campus on the 
top of the press box a t  the football 
stadium. They are located to provide 
data representative of three different re- 
gions and climatological zones (Dniley 
1971, Dethier and Vittum 1963) and 
should provide information typical of 
large portions of the state, as well as 
comparisons of two urban settings and 
a rural setting. Additional sites may be 
sampled in the future for more direct 
comparisons of a i r  spora and clinical 
observations in close cooperation with 
allerists. 

SIGNIFICANCE 
Improved knowledge of air  spora is 

needed by medical clinicians. Prospects 
are good for correlating clinical observa- 
tions with types, concentrations, and 
variations in air  spora. A better under- 

standing of what is in the air, and when, 
will give allergists important leads for 
selecting allergenic materials and ex- 
tracts for testing and treatment. Fungal 
spores are ubiquitous and the most com- 
mon biological component of the atmos- 
phere in most areas. Their importance 
may well be underestimated in general, 
particularly those that  occur in great 
numbers but have seldom been revealed 
by methods commonly in use. Knowledge 
of circadian periodicities of air  spora 
can be important in determining times 
of day and peak concentrations of aero- 
allergens to which patients may be ex- 
posed. It seems likely that  large popula- 
tions can be included within the zones 
applicable to the selected sampling sites 
and representative of the areas, particu- 
larly the regions surrounding the large 
urban centers. 

RESULTS 
A great number of different kinds of 

spores are  observed in most samples. 
Many can be identified readily, and sepa- 
rate counts a re  made of several gener- 
ally considered allergenic, such as Clado- 
sporium, Alternarin, Helminthosporium, 
and Epicoccum. Special note is made of 
others when they occur in relatively 
greater numbers than usual. 

Counts are  routinely made by using a 
microscope a t  about 1,000 magnification 
to ensure seeing the smallest spores, 
which can be missed a t  lower powers. 
This high magnification, though more 
time-consuming, allows less chance of 
misidentifications, especially of the 
smaller and colorless types, which often 
are  seen in great numbers. To set some 
reasonable limit on the time involved in 
reading samples, other spores are  placed 
in categories as to type and appearance. 
These groups are  basidiospores, either 
colored or hyaline, ascospores (two or 
three types), Penicillium-Aspergillus 
types, etc. Separate counts are kept of 
ragweed pollens, which occur for ap- 
proximately 2 months in the fall, and a 
total count for other pollens. Total in- 



sect parts and other plant parts are  also 
routinely counted. Special notice is made 
of unusual occurrences of types not 
usually seen, or  normally of low fre- 
quency, for  possible correlations with 
clinical data a t  a later time. The sample 
slides a re  essentially permanent and can 
be reexamined when desired for more 
detailed or special studies. 

Cladosporium 
The most consistent and generally 

numerous type of fungus spores found 
a re  of the genus Clndosporiz~m. This 
fungus, in the medical literature often 
referred to as  Hormodendrum, has long 
been recognized as allergenic. The spores 
a re  usually released during drying con- 
ditions, that  is, during the period of 
lowering relative humidity and increas- 
ing a i r  turbulence such as  found in the 
mornings of sunny days. High counts 
of this group may also occur a t  other 
times, even a t  night, as  a result of gravi- 
tational settling or the subsidence of a i r  
from higher altitudes containing heavy 
spore loads derived from ai r  that  rose 
earlier in the day, or even on previous 
days, many miles upwind. Figure 1 
illustrates typical occurrences of Clndo- 
sporium to be expected. 

Basidiospores 
Most of these spores come from the 

more commonly seen fungi, due to their 
larger size, such as  mushrooms, bracket 
fungi, and puffballs. Some basidiospores 
a re  released throughout the day as long 
as  sufficient moisture is available to the 
fruiting structures. Others apparently 
a re  released mainly a t  night when hu- 
midity is usually the highest. As a re- 
sult, peaks of basidiospores in the 
atmosphere are  usually observed be- 
tween midnight and 0600 hours. I t  
should be noted that  because of their 
small size (mostly 10 pm or less), ba- 
sidiospores have not often been seen or 
counted by using the old standard grav- 
ity slide techniques. Only with volu- 
metric sampling are  we able to provide 

data as  shown in figure 1. The common 
occurrence of basidiospores in consider- 
able numbers, a t  times the most preva- 
lent spore group in the atmosphere, has 
not been generally known to allergists. 
A need for more clinical testing for  
sensitivity to members of this group of 
fungi seems warranted. 

Ascospores 
These are  the spores from another 

major group of the fungi, the Ascomy- 
cetes. Characteristically, spore release 
in this large group is dependent upon 
moisture, and therefore counts a re  
usually highest a t  night. Following 
periods of dry  weather there may be 
tremendous increases in spore release 
shortly after  rain. This is well illus- 
trated by our data for  10 and 11 August 
(fig. I ) ,  where immediately after  very 
small amounts of rain as recorded by the 
Pittsburgh weather station, the number 
of ascospores collected increased im- 
mensely. Ascospores a re  considerably 
smaller than most pollens and often have 
not been found in such numbers in 
earlier studies. Because of the high 
numbers of ascospores sometimes en- 
countered, i t  seems likely that  allergies 
may be incited by a t  least some of these. 
It may be that  certain cases of known 
sensitivity to other spore types, such as  
Phomn or Fusariunz, may also be incited 
by the ascospore stages of these fungi 
that  may more readily enter the atmos- 
phere in outdoor air. 

Other Fungi 
Many other fungi occur regularly, or 

occasionally, in variable numbers. Some 
that  have long been known as allergens, 
such as  Alternuriu and Helminthospor- 
ium types, occur fairly regularly but in 
much lower concentrations compared to 
the above-mentioned types. This does 
not necessarily mean they are  less im- 
portant than assumed as  aeroallergens, 
since they may have potent antigens and 
thus require few spores to produce al- 
lergies. I t  does, however, seem to em- 



Figure I.-Fungus spore concentrations at 2-hour intervals, from Pittsburgh air 
samples, August 1973. 
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phasize the potential importance of 
spore types usually occurring in much 
greater numbers but which have not 
been known or tested clinically. 

Miscellaneous Biological Particulates 
Several other biological particles are 

seen in samples, usually in relatively low 
numbers, such as insect scales, algae, 

plant hairs, lichen fra,gments, and moss 
and fern spores. Their importance as 
potential aeroallergens has not been 
fully assessed. 

Pollens 
Even though the data presented were 

collected during the usual ragweed sea- 
son, the numbers of pollens were low 



compared to the fungus spores present. 
During August (fig. 1) the daily aver- 
age concentration of ragweed pollen was 
53/m3, ranging from 2/m3 on 3 August 
to 250/m3 on 30 August; and in general 
increasing throughout the month. Aver- 
age concentrations for the first half of 
the month were 22/m3, and for the 
second half, 85/m3. Peak hourly con- 
centrations ranged from about 25/m3, 
occurring on 3 to 7 August, to about 
600/m3 a t  1100 hours on 31 August. 
That was also the peak recorded for the 
season in Pittsburgh, although ragweed 
pollens persisted in low numbers well 
into October. 

Few other pollens were seen during 
August. One type, probably from the 
nettle plant, reached about 200/m3 on 
11 August. This type is small for pollen 
(15 pm) and has probably been under- 
estimated on gravity samplers. I t  has 
been reported as allergenic. 

General 
As would be expected, the air  spora 

are  most prevalent during the warmer 
months. Fewer occur in winter, but con- 
centrations of several hundred fungus 

' spores per m3 of a i r  are  not uncommon. 
It is clear from the data thus f a r  

studied that  there occurs a tremendous 

throughout a 24-hour period. Such in- 
formation could have an important im- 
pact on determination and control of 
allergic diseases. 

Improved characterization of the bio- 
logical particulates in the atmosphere 
should be of considerable use to aller- 
gists, Prospects are  good for correlating 
clinical observations with types, con- 
centrations, and variations of air  spora. 
I t  is expected that new associations will 
be evident in the etiology of asthmas 
and epidemiology of seasonal allergic 
rhinitis when certain spores are  found 
in previously unrealized high concentra- 
tions. Knowledge of circadian periodic- 
ities can be important in determining 
times of day and peak concentrations of 
aeroallergens to which patients might 
be exposed. Data accumulated will also 
be tested for possible correlations with 
climatic and meteorological parameters. 
These and other studies in cooperation 
with allergists will constitute the second 
phase of this study of aeroallergens 
and their impact on the susceptible 
population. 
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and Twigs of a White Pine Windbreak 
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ABSTRACT.-The removal of particulate lead from the air by a 
roadside windbreak of white pine containing 8 rows of 25-year-old 
trees and 27 m in depth was studied. Knowledge of particulate 
trapping and retention was gained by atomic absorption spectro- 
photometry of the lead burden of foliage and twigs of various ages 
adjacent to and far from the road. The effectiveness of the wind- 
break was also shown by comparison of the lead content of the soil 
beneath the windbreak with that of an adjacent open, undisturbed 
field. 

VEGETATION AND SOILS adjacent 
to heavily-traveled roads incur signi- 

ficant deposits of lead from automobile 
exhaust (Cannon and Bowles 1962, 
Motto et  al. 1970, Page  et  al. 1971). The 
lead is associated with chlorine and 
bromine in particles on o r  embedded in 
plant surfaces (Heichel and  Hnnkin 
1972). Observations tha t  the lead bur- 
den is frequently retained tenaciously by 
vegetation (Smith 1972, Heichel and 
Hankin 1972) prompted us to  speculate 
t ha t  foliage and twigs of roadside con- 
iferous windbreaks might filter particu- 
late lead from the a i r  and reduce its 
dispersion from the road. The efficacy 
of a windbreak in removing particulate 
lead was evaluated by analyses of the 
lead burden of foliage and twigs of var- 
ious ages adjacent t o  and f a r  from the 
road. Also, we compared the lead con- 
tent  of t he  soil beneath the  windbreak 
with tha t  of a n  adjacent open undis- 
turbed field. 

MATERIALS AND METHODS 
Site 

The windbreak of white pine (Pinus 
strobus) trees growing as a dense road- 
side screen west of the curb of a heavily- 
traveled two-lane highway in Hamden 
CT contained 8 rows of 25-year-old trees 

and was about 12.2 m tall in the  center. 
The near  drip-line of the windbreak 
commenced 3 m from the curb of the  
highway, and the  f a r  drip-line termin- 
ated 30.5 m from the  curb. Thus the  
windbreak was about 27 m in depth. 

An open field adjacent t o  the  highway 
and about 150 m north of the windbreak 
served a s  a control s i te  fo r  measuring 
lead accumulation in  soil. The  field had 
not been tilled since establishment of 
the  windbreak and supported a lush 
growth of perennial forage species t ha t  
was mowed once a year and allowed to  
decompose. 

Table I .-Daily traffic flow past the windbreak 
in 1973 

Month Average daily traffic1 

No. of vehicles 
January  12,960 
February 12,960 
March 13,680 
April 14,500 
May 15,600 
June  15,800 
July 15,000 
August 14,700 
September 14,800 
October 15,100 
November 14,400 
December 13,200 

lsource : Connecticut Department of Trans- 
portation. 



Traffic Flow break, and of the upper 20 mm of 
Commuter and truck traffic passed the mineral soil under the windbreak and 

windbreak a t  65 to 73 km/hr. A open field, were oven-dried. Lead an- 
survey station maintained by the Con- alyses were by atomic absorption spec- 
necticut Department of Transportation t r o ~ h o t o m e t r ~  (Fletcher 1971)- 
1.6 km north of the windbreak-recorded 
the average daily traffic flow on a 
monthly basis during 1973 (table 1 ) .  
Traffic volume during the course of the 
investigation ranged from 15,800 ve- 
hicles/day in June to 13,200 vehicles/ 
day in December, with a mean of 14,800 
vehicles/day. 

Wind and Precipitation 
Records of the prevailing wind pat- 

terns in the locality of the windbreak 
(Brumbach  1965) revealed that  the 
trees were downwind of traffic for 3 of 
the 8 months of the investigation-May, 
September, and October (table 2).  

Precipitation for the 30-day period 
before each sampling was monitored a t  
the Mt. Carmel weather station located 
4.8 km south of the windbreak (table 2).  

Sampling and Analysis 
Branches were sampled on seven oc- 

casions from May to December 1973 
from limbs 0.75 to 1.5 m above the soil 
surface, separated into needles and 
twigs of various ages, oven-dried, and 
ground. For measurements of soil lead 
content, transects were established 
through the windbreak and across the 
open field. Samples of the upper 5 mm 
of needles on the soil beneath the wind- 

RESULTS AND DISCUSSION 
Knowledge of particulate retention 

was revealed by the lead burden of 
needles and twigs adjacent to and f a r  
from the road. Needles on the wind- 
break adjacent to the road persisted 27 
months between emergence in late May 
and senescence 2 years later in Septem- 
ber, while needles f a r  from the road 
persisted 1 month longer. 

The lead burden of older needles was 
consistently greater than that  of 
younger needles (fig. 1 and 2 ) .  On 14 
June, for example, 1972 needles near 
the road bore nearly 4-fold and 1971 
needles nearly &fold the 35 pg/g dry- 
weight lead burden of 1973 needles. The 
1972 needles f a r  from the road bore 3- 
fold and 1971 needles nearly 6-fold the 
5 pg/g lead burden of 1973 needles. 
Except for the 20 August samples ob- 
tained near the road, and the 29 Decem- 
ber samples f a r  from the road, older 
twigs bore a greater lead burden than 
newer, younger twigs (fig. 1 ) .  Clearly, 
the lead burden of coniferous foliage 
and twigs was directly related to the 
duration of exposure to contamination. 

The lead burden of needles and twigs 
varied with time of year (fig. 1 and 2) .  
The burden of 1971 needles sampled 

Table 2.-Wind and precipitation in the vicinity of the 
windbreak 

Sampling date 
(1973) 

Mean monthly 
wind direction 

15 May 
14 June  
July 
20 August 
17 September 
30 October 
26 November 
29 December 

Eas t  
Southwest 
Southwest 
Southwest 
Northeast 
Northeast 
Northwest 
Northwest 

30-day cumulative 
precipitation a t  sampling 

(em) 
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Figure I.-Patterns of retention of lead on needles and twigs 
located on the near side of a white pine windbreak adjacent 
to a road. 
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Figure 2.-Patterns of retention of lead on needles and twigs 
located on the far side of a white pine windbreak adiacent 
to a road. 
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near and f a r  from the road increased 
from May until they were shed in Sep- 
tember. The lead content of 1972 and 
1973 needles obtained adjacent to the 
road peaked in September and then de- 
clined during the remainder of 1973. In 
contrast, the lead burden of 1972 and 
1973 needles sampled f a r  from the road 
remained relatively invariant through- 
out the year (fig. 2A). 

The increase in the lead burden of 
1972 and 1973 twigs near the road con- 
tinued until August, commenced to de- 
cline about 1 month before that  of 
needles, and then increased slightly in 
December (fig. 1B).  The lead content 
of 1972 and 1973 twigs f a r  from the 
road slowly increased throughout the 
year, in contrast to the pattern of lead 
accumulation on twigs adjacent to the 
road (fig. 2B). Adjacent to the road, 
therefore, the pattern of lead accumu- 
lation throughout the year on twigs was 
similar to that  of needles except for a 
slight shift in phase. 

The pattern of lead accumulation on 
fully expanded needles varied with pre- 
cipitation in the interval preceding 
sampling (table 2, fig. 1A). About 4.6 
cm of precipitation, 61 percent less than 
in the previous sampling period, oc- 
curred between 20 August and 17 Sep- 
tember. Concurrently the lead burden 
of 1972 foliage increased 2 percent and 
that  of 1973 foliage 29 percent by 17 
September compared with 20 August. 
In contrast, 8.4 cm, or 82 percent more 
rain fell in the 30 days ending on 30 
October, and the lead burden of 1972 
and 1973 foliage was diminished about 
45 percent compared with that  of the 
17 September sample. About 7.4 cm of 
precipitation, or 13 percent less than in 
the September-October interval, fell in 
the 30 days ending 26 November. This 
decrease in precipitation was accom- 
panied by a 32-percent increase in the 
lead burden of 1972 foliage and 60 per- 
cent increase in that  of the 1973 foliage 
on 26 November compared with 30 
October. 

As a final illustration, 30.3 cm of 
water fell as rain, sleet, and snow in the 
30 days before the 29 December sam- 
pling. This abrupt increase in precipita- 
tion was accompanied by a decline of 24 
percent in the lead burden of 1972 foli- 
age and 30 percent in that  of 1973 foli- 
age compared with 26 November. In 
contrast, the pattern of lead accumula- 
tion on twigs was unrelated to the pat- 
tern and quantity of precipitation, 
presumably because particles are  less 
easily dislodged from the rugged topog- 
raphy of twigs than from the waxy, 
even surfaces of needles. 

The seasonality of traffic flow ap- 
parently had no effect on the pattern of 
lead accumulation on foliage and twigs 
adjacent to the road (table 1, fig. 1A and 
2A). Peak traffic flow occurred in May 
and June, but maximum lead accumula- 
tion occurred in September. Traffic flow 
increased between August and October, 
but the lead burden of twigs and needles 
declined. Compared with the changes in 
lead burden related to precipitation, 
seasonal traffic-volume changes of 3 to 8 
percent were clearly insufficient to be 
reflected in lead deposition on needles 
and twigs. Finally, the expected dilution 
of the lead burden by rapid foliage and 
twig growth from May through July 
did not occur. Indeed, lead accumulated 
rapidly on foliage and twigs a t  this time 
of year. 

Retention of lead by needles and twigs 
was evaluated on mass and area bases 
(fig. 1 and 2 ) .  Twigs of various ages 
near and f a r  from the road retained 
about 115 percent more lead/g than 
similarly located needles. We observed, 
however, that  needles displayed about 
10-fold more area/g than twigs. Thus, 
twigs retained about 2,050 percent of 
the lead burdenJcm of similarly lo- 
cated needles. Clearly, the surfaces of 
twigs retain particles more effectively 
than the surfaces of needles. 

With these retention patterns, the 
lead burden of a single tree in the wind- 
break can be illustrated. Unpublished 



data of our colleague George Stephens 
reveals that  a 12-m-tall white pine grow- 
ing in a dense planting would have 
about 15 x 104/cm2 of woody surface 
and about 15 x 10"cm2 of foliage sur- 
face. Although the tree exposed about 
10 fold more foliage than woody sur- 
face, the woody surfaces retained about 
20-fold the lead burden of foliage (fig. 1 
and 2) .  Thus, about two-thirds of the 
lead on a tree in the windbreak would 
be retained on the wood, and the remain- 
ing third on the needles. 

Comparing the soil lead burden be- 
neath the windbreak with that of the 
open field demonstrated the increased 
accumulation resulting from the pres- 
ence of the windbreak (fig. 3 ) .  

In  the open field, the lead content of 
the upper 2 cm of soil declined from 
about 150 pg/g 0.3 m from the curb to 
12 pg/g a t  18.3 m from the curb, and 

remained a t  12 g / g  to 30.5 m from 
the curb. However, the soil between the 
curb and the near drip-line of the wind- 
break contained 140 to 220 pg/g lead, 
or about 50 percent more than that  of 
the open field a t  a similar distance from 
the road. 

Within the windbreak, the soil con- 
tained 110 ,~.~g/g lead 6 m from the 
curb to 38 24 m from the curb, 
or about double the lead burden of the 
field soil a t  similar distances from the 
curb. Beyond the f a r  drip-line, the lead 
burden of the soil near the windbreak, 
12 pg/g, was similar to that of the 
field soil a t  the same distance from the 
curb (fig. 3) .  

Compared with that  of the open field, 
the lead burden of the soil beneath the 
windbreak might be enhanced by in- 
corporation into soil of needles, twigs, 
and bark that  fall from the trees, by re- 

Figure 3.-The lead burden of the needle litter (A) and soil 
(m) beneath a windbreak, and of soil in an open field (0) a t  
various distances from a road. The curves are drawn by hand. 
Distance=O i s  the curb, and the arrows indicate the canopy 
drip-lines. 

DISTANCE (m) 



moval of impacted lead from the sur- particulate lead in automobile exhaust 
faces by precipitation, and by increased is larger than 5 pm diameter (Hirshler 
sedimentation of particles from the air. and Gilbert 1964), has settling velocities 

That needlefall would enrich the soil greater than 0.3 cm/sec, and likely 
with lead was shown by sampling the settles more rapidly within the wind- 
litter layer beneath the windbreak. The break than without. 
uppermost 5 mm of needles beneath the Compared with the open field, there- 
windbreak was enriched 76 to 300 per- fore, reduction of wind velocity a t  the 
cent compared with the upper 2 cm of roadward edge of the windbreak might 
underlying soil. The lead content of the account for a significant proportion of 
needle litter on the roadward side of the the increased lead burden in the soil 
windbreak was about 190 ,~g /g ,  simi- adjacent to the road. Additionally, eddy 
lar to that  of the 1971 needles that  were circulation on the leading edge of a 
sampled prior to senescence in early relatively impenetrable windbreak is 
September. The lead burden of the groundward (Caborn 1957), and this 
needle litter mirrored that  of the under- pattern of a i r  movement might enhance 
lying soil and diminished with distance deposition of particulates on the soil 
into the windbreak (fig. 3 ) .  The rates surface. 
of deposition of lead from twigs and Within a windbreak having a struc- 
bark in the litter layer remain to be ture similar to ours, Caborn (1957) ob- 
evaluated. served that  the windspeed was only 50 

There have been numerous reports to 60 percent of the free wind velocity. 
that, in the laboratory, washing with A halving of windspeed might be ex- 
water removes lead from leaf surfaces pected to double the rate of particulate 
rather easily (Page et al. 1971, Smith sedimentation from moving aerosols 
1972, Little 1972). Our field results (Davies 1966) like automobile exhaust 
further illustrate this by revealing that  dispersing from roadways. Our observa- 
the lead burden of needles, but not of tions that the soil within the windbreak 
twigs, varies with patterns of precipi- bore about double the lead burden of 
tation. that  of the open field therefore conform 

Compared with needles, the invari- to expectation. 
ance of lead removal from twigs by Windbreaks have long been used to 
precipitation is probably due to the shelter plants from the desiccation of 
characteristics of woody surfaces. Lead brisk and persistent winds. Our results, 
particulates are  undoubtedly less easily however, suggest another role for wind- 
eroded from the fissures, cracks, and breaks in the urban environment: to 
seams of woody surfaces than from corn- act as a sink for particulate pollutants 
paratively smooth needle surfaces. and thereby beneficially modify their 

The pattern of wind movement into dispersion from roadways. 
and through windbreaks might be of 
substantial significance in the deposition 
of lead-bearing particulates. For a wind- 
break having a composition and dimeii- 
sions similar to ours, Caborn (1957) 
showed that  the wind velocity on the 
leading edge was reduced to about 70 
percent of the free wind velocity. That 
sedimentation of particles from moving 
aerosols increases with diminishing 
wind speed is well established (Davies 
1966). Moreover, 30 to 50 percent of the 
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ABSTRACT.-The computer model presented in this paper is 
designed to estimate the uptake of air pollutants by forests. The 
model utilizes submodels to describe atmospheric diffusion immedi- 
ately above and within the canopy, and into the sink areas within 
or on the trees. The program implementing the model is general 
and can be used with only minor changes for any gaseous pollutant. 
To illustrate the utility of the model, estimates are made of the sink 
strength of forests for sulfur dioxide. The results agree with 
experimentally derived estimates of sulfur dioxide uptake in crops 
and forest trees. 

AS DEFINED BY SMITH (1972), 
there a re  three levels of interaction 

between forests and a i r  pollution. The 
most obvious and most studied inter- 
action is a t  high pollution levels where 
there is visible air-pollution damage or 
mortality of forest trees. At  a lower 
level of pollution concentration there 
may be no visible damage, but more 
subtle damage may occur, such as  loss 
of productivity or changes in species 
composition. Finally a t  still lower con- 
centrations there may be no damage or 
possibly even a beneficial effect on the 
forest. At  this lowest concentration 
level, and perhaps a t  levels where the 
damage is small compared to the benefit 
from pollution abatement, forests can be 
effectively used as  sinks for some types 
of a i r  pollutants. The effective use of 
forested green belts around urban and 
industrial areas depends on absorption 
a t  these pollutant concentrations. 

The amount of a particular pollutant 
that  will be absorbed by the forest is 
related to the atmospheric processes and 
source geometry that  affect the delivery 
of the pollutant to the forest and the 

type of interaction that  takes place be- 
tween the forest and the pollutant. The 
simplest source geometry is a dispersed 
source, which is approximated by many 
small closely-spaced sources. This ar- 
rangement leads to a pollutant con- 
centration near the forest, which varies 
slowly in time and space. For this kind 
of geometry, pollutant uptake can be 
treated as one-dimensional, vertical dif- 
fusion with a quasi-steady-state bound- 
a ry  concentration. It is one of the 
simplest absorption geometries for  a 
forest and is the case dealt with in this 
paper. More complex cases include ab- 
sorption under plumes or multiple 
plumes that  have rapidly changing pol- 
lutant concentrations in time and space 
and must be studied by using more com- 
plex three-dimensional analyses. 

The types of interactions between the 
forest and a particular pollutant depend 
on the chemical and physical reactions 
between the pollutant and forest vegeta- 
tion and soil. The common gaseous 
pollutants can be grouped roughly ac- 
cording to their physical and chemical 
reactions with the forest. Some pol- 



lutants are  essentially unabsorbed by the 
vegetation, while other pollutants react 
with plant and soil surfaces or are meta- 
bolized inside the plant a t  a rate that  
may maintain a steady-state uptake for. 
fairly long periods of time. Intermediate 
to these two types of pollutants are  the 
pollutants that react transiently by ad- 
justing to new equilibrium concentra- 
tions in the plants or soil when external 
pollutant levels change. 

Sulfur dioxide is an example of a 
pollutant that  is actively metabolized by 
plants and can have steady-state uptake 
rates for fairly long periods of time 
when the atmospheric concentration 
stays below 7 parts per hundred million 
by volume (pphmv) (Martin and Bar- 
ber 1971). Therefore its uptake rate 
by vegetative surfaces can be calculated 
by using a steady-state, one-dimensional 
model when the source of sulfur dioxide 
is of a dispersed nature. 

THE MODEL STRUCTURE 
A model designed to provide an  esti- 

mate of pollutant uptake must describe 
the response of the vegetation-atmos- 
phere system to the environment as i t  is 
related to three types of processes: (1) 
atmospheric diffusion, (2) diffusion 
near and inside the absorbing plant, and 
(3) the physical and chemical processes 
a t  the sink on or within the plant. The 
atmospheric-diffusion processes are the 
result of turbulent eddies, which are 
related to the state of the atmosphere 
and the physical structure of the under- 
lying surface. One-dimensional, steady- 
state atmospheric diffusion with a sink 
term is described by the equation : 

a ac, 
- (K-) + S, = 0 
az az Ell 

where 
K = The turbulent diffusivity for 

mass transfer. 
C, = The pollutant concentration 

(mass/volume) in the air. 
z = Height above the ground. 

S, = Sink strength a t  height z. 

The sink strength term is often zero 
for many pollutants in the atmosphere 
above the stand. Within the vegetative 
canopy i t  is the divergence of the ab- 
sorption by the vegetation with height. 

In  the vegetative canopy, the turbu- 
lent diffusivity is a function of eddy size 
and the fluctuation velocity with which 
the eddies move. The eddy size or 
equivalent mixing length must be no 
larger than the open space available for 
rotation in the stand. The largest open- 
ings are the spaces between the individ- 
ual trees. Smaller eddies are generated 
in the wake of canopy elements such as 
leaves or branches. The fluctuation velo- 
city, which can be visualized as the 
speed with which the eddies rotate, is 
usually assumed to be proportional to 
the shearing stress a t  any level in the 
canopy. The defining equations are  
(Cionco 1965, Takeda 1963) : 

where 
7 = Shearing stress. 
p = Density of air. 

K ,  = The turbulent diff usivity for 
momentum transfer. 

u = Wind speed. 
C, = Drag coefficient of the canopy 

surfaces. 
A = The surface area of the canopy. 

1 = The mixing length for momen- 
tum transfer. 

Equations 2 ,3 ,  and 4 can be arranged 
for  a simultaneous integration with 
height providing values of shearing 
stress, wind speed, and momentum with 
height, given a means of determining 
the mixing length. The procedure pre- 
sented here used the equation 



where 
1, = Mixing length inside the crown. 
xs = Relative cross-sectional crown 

area a t  a particular height. 
k = Von Karman's constant ( - 0 0 . 3 5 .  

SF = The average distance between 
tree crowns. 

The spaces between elements within 
the crown are small compared to the 
spaces between crowns a t  most heights 
in the stand, and thus the values of 
mixing length inside the canopy are also 
small, tending to make the effect of the 
first term on the right-hand side of 
equation 5 small compared to the second 
term. 

In  the turbulent boundary layer above 
the canopy and in sections of the canopy 
where there is little surface area to pro- 
duce drag, equations 2 through 4 can be 
greatly simplified. In these regions the 
shearing stress is approximately con- 
stant, and the divergence of shear is 
nearly zero. The value of the mixing 
length changes approximately linearly 
with height from the reference height 
where the shearing stress becomes con- 
stant. The constant of proportionality 
used in the calculations presented later 
was von Karman's constant ( ~ 0 . 3 5 ) .  In 
the region of the boundary layer above 
the stand, this value must be corrected to 
take into account the effect of buoyancy 
caused by the exchange of sensible heat 
a t  the forest canopy. The correction is 
calculated by using the equations de- 
rived by Businger et al. (1971)  and 
Paulson (1970)  and a value of sensible 
heat flux determined by a surface energy 
balance, using the Penman-Monteith 
formula (Monteith 1965) .  

The sink strength term in equation 1 
is determined by the diffusion into the 
sink area and the absorption process. 
The diffusional process near vegetative 
elements is proportional to the con- 
centration gradient and inversely pro- 
portional to the series of diffusional 
resistances in the flow path. In con- 
trast  to atmospheric diffusion, which is 
dominated by turbulent processes, the 

diffusion near the sink is largely molecu- 
lar in nature. For materials like sulfur 
dioxide, which are  absorbed inside the 
canopy leaves, these relationships are  
expressed by the equation : 

where 
S = The solubility of sulfur dioxide 

in the cell water. 
Ci = The concentration of sulfur diox- 

ide a t  the sink. 
ra = The leaf boundary layer 

resistance. 
r, = The leaf resistance associated 

with diffusion through the sto- 
mata in the leaf epidermis. 

r i  = The diffusion resistance associ- 
ated with the cell walls and the 
cytoplasm. 

The boundary layer resistance is pro- 
portional to the square root of the leaf 
aerodynamic length divided by the wind 
speed. The stomatal resistance is often 
a complex function of light intensity, 
temperature, and water stress. When the 
water uptake from the ro'ots is not 
limited by soil-water stress, a reasonable 
approximation of stomatal response can 
be calculated from (Gnnstra 1959) : 

where 
a,b,I' = Empirical constants. 

I = Light intensity incident on a 
leaf. 

The light intensity incident on a tree 
leaf will be a function of the angle of 
incidence of the light, the light intensity 
above the canopy, the leaf angle, and 
mutual shading of leaves in the canopy. 
These are  incorporated in the model by 
using an exponential decay of direct 
beam and diffuse light with cumulative 
leaf area into the canopy. This results 
in estimates of the area in direct beam 
light and of the intensity of direct beam 



and diffuse light a t  any given height in 
the canopy. Separate resistances based 
on sunlight and shade intensities are  
calculated, and a weighted mean resis- 
tance based on the relative area in direct 
sunlight and shade a t  a given height in 
the canopy is used in equation 6. 

The internal resistance in equation 6 
is associated with diffusion through the 
liquid cell cytoplasm. The value of this 
resistance and its variation are  difficult 
to determine. We have made an estimate 
on the basis of internal diffusion resist- 
ances calculated from photosynthesis 
data. The data used were from a series 
of experiments on phytotron-grown 
loblolly pine seedlings (Gresham 1972). 
The calculation of resistance averaged 
very close to 20 sec/cm (Sinelair 1972). 
This value is higher than is often found 
in other experiments. However, since 
the objective of this simulation is to  
evaluate the potential of forests as sinks 
for sulfur dioxide, we decided to use this 
value, which gives a conservative esti- 
mate of absorption. 

The solubility of sulfur dioxide in 
water is very high; therefore the 
amount going into solution in the cyto- 
plasm of the leaf cells should be large. 
The mechanism for sulfur dioxide solu- 
bility has two components: a reversible 
chemical reaction converting the gas to 
soluble sulfurous acid, and normal gas 
solubility in a liquid. The total equi- 
librium solubility is given by the equa- 
tion 

1 -H,+ I/H,"4 K, C JS, 
S=-+ 

s, 2 Ci [81 
where 

S, = The gas solubility (Henry's law) 
constant. 

H, = The hydrogen ion concentration. 
K, = The equilibrium constant for the 

sulfur dioxide - sulfurous acid 
reaction. 

Ci = The concentration of sulfur di- 
oxide in the a i r  a t  the air-liquid 
interface. 

At a temperature of 25"C, the Henry's 
law constant has a value of 0.0332, and 
the equilibrium constant is 0.0130 
moles/liter (Johnstone and Leppla 
1934). The values of both these para- 
meters, which are  very temperature-de- 
pendent, are  given over the temperature 
range of O°C to 50°C in Hales and Sut- 
ter  (1973), who also provide a correc- 
tion factor that  must be used a t  very 
low values of atmospheric sulfur dioxide 
concentration. 

The internal sulfur dioxide concen- 
tration a t  the  sink site in the absorbing 
cells is related to the nature of the ab- 
sorption process. Since sulfur is a meta- 
bolite of plants, i t  is reasonable to 
believe that  a t  least sonie part of the 
absorption process is from the synthesis 
of organic sulfur compounds. Faller 
(1972) has shown that  all of a plant's 
sulfur requirements can be supplied by 
foliar absorption of sulfur dioxide. In 
fact, this will be the preferred source 
for the aerial organs, given the choice 
of translocating sulfate compounds from 
the soil or  using sulfur dioxide absorbed 
from the atmosphere. The level a t  which 
this type of reaction becomes saturated 
can be estimated from experimental 
data. Martin and Barber (1971) have 
shown that the absorption rate versus 
atmospheric sulfur dioxide concentra- 
tion of a narrow hedge is linear up to a 
concentration of 6.0 parts per hundred 
million by volume (pphmv) where there 
is a sharp break above which the ab- 
sorption rate is constant. Bennett and 
Hill (1974) present data showing that  
there seems to be no additional meta- 
bolic cost, as measured by depressed 
photosynthetic rate, in barley a t  atmos- 
pheric concentrations of 5 pphmv, but 
there was a reduction of 2 percent a t  10 
pphmv. Roberts (1974) indicates that  
a Pyracantha seedling can continue 
steady-state absorption of sulfur dioxide 
for more than 6 hours a t  an atmospheric 
concentration of 100 pphmv. 

The conclusion that  can be drawn 
from these studies is that the absorption 



'mechanism is not saturated below values 
of 5 pphmv and may be able to remain 
unsaturated for  some species above this 
level. Since National Ambient Air Qual- 
ity Standards for the United States are  
3 pphmv on a yearly mean and 14 
pphmv for the 24-hour average, the 
absorption by forests will often take 
place under conditions where the meta- 
bolic uptake is not saturated. Under 
these circumstances i t  seems reasonable 
t o  assume that  the concentration a t  the 
uptake site approaches zero. 

Equations 1 through 8 are the basic 
relationships needed to model the uptake 
of sulfur dioxide by forest vegetation. 
The only additional information is the 
boundary conditions appropriate t o  a 
particular environment. 

MODEL IMPLEMENTATION 

The equations of the model were coded 
in the Continuous System Modeling Pro- 
gram (CSMP) developed by IBM 
(1972). This language was chosen over 
more general-purpose, higher-level lan- 
guages like FORTRAN or ALGOL 
because of the large library of subpro- 
grams used for systems simulation that 
are  part  of the compiler. The leaf area, 
crown cross-section, and solubility func- 
tions were entered as tables, and a 
standard linear-interpolation program 
was used to find the values a t  the ap- 
propriate heights and temperatures in 
the stand. Integration of equations 1, 
2, and 3 was accomplished by using a 
fixed-step Runge-Kutta routine. In- 
tegration was started a t  the bottom 
(z=0) of the stand with values of 
sulfur dioxide flux, sulfur dioxide con- 
centration, wind speed, and shearing 
stress. Integration to the highest point 
desired provided values of these same 
variables a t  the upper boundary. I t  
was arbitrarily decided to set upper 
boundary conditions of sulfur dioxide 
concentration and wind speed. The sul- 
fu r  dioxide concentration and the shear- 
ing stress a t  the bottom of the stand 

were varied until values were found that  
produced the desired values of sulfur 
dioxide concentration and wind speed 
above the stand. 

In addition to the boundary values 
needed for the integration and the tables 
of leaf area and tree cross-sectional 
area, other user-supplied inputs are  
needed to run the program. :' The leaf 
aerodynamic length, the constants of 
the stomata1 function, and the other 
stand data were estimated from a de- 
tailed study carried out in a loblolly pine 
stand as part of the U.S. International 
Biological program (Higgenbotham 
1974, Gresham 1972, Murphy et al. 
1973). 

An energy balance is calculated for 
the stand to provide values of sensible 
heat flux for the calculation of diffusiv- 
ities for mass transfer in equation 4. 
Input for the energy balance is the 
incident solar radiation, the incident 
terrestrial sky radiation, the a i r  tem- 
perature, and a i r  humidity above the 
stand. Two standard cases have been 
calculated, using idealized values of the 
climatic input which closely match the 
average conditions for the coldest and 
hottest months of the year a t  the Sa- 
vannah River Plant, Aiken, South Car- 
olina. The radiation balance is cal- 
culated by using the earth-sun radiation 
geometry for the 15 January and the 
15 July to provide estimates of incom- 
ing short-wave radiation. Brunt's equa- 
tion was used to provide estimates of 
incoming terrestrial sky radiation (Sel- 
lers 1965, chapters 3 and 4) .  The net 
radiation calculated by this method is 
partitioned between sensible and latent 
heat transfer by using the Penman- 
Monteith equation (Monteith 1965). 
Daily air temperature and dew-point 
temperature (humidity) vary sinusoid- 
ally with lags of 3 hours and 6 hours 
behind the solar-radiation maximum. 
Values of the required stand structure 
and climatic data for the two stand 
conditions a re  given in table 1. 



Table I .-Input data 

Parameters January 1 5  July 1 5  
Stand parameters : 

Leaf area index 6.0 9.9 
Aerodynamic leaf length (cm) 0.1 0.1 
Constants of stomatal 

resistance equation a (sec/cm) 3.4 3.4 
b (sec-ly/cm-min) 0.19 0.19 
I' ly/min 0.003 0.003 

Drag  coefficient of leaves 0.02 0.02 
Climatic parameters : 

Average a i r  temperature ("C) 7.9 27.4 
Amplitude a i r  temperature ( "C)  6 6 
Average dew-point temperature ("C) 2.5 21.8 
Amplitude dew point temperature ("C) 2 0.5 
Wind speed (cm/sec) 260 175 
Day length ( h r )  

- -. -- -- 
8 12 

RESULTS AND DISCUSSION 
The results of simulations for 2 days 

representing climatologically average 
clear days during January and July a t  
the Savannah River Plant site near 
Aiken, South Carolina, are  illustrated in 
figures 1 and 2. The diurnal patterns 
are  similar. The uptake of sulfur dio- 
xide is a t  a minimum in the morning 
and evening and a t  a maximum some- 
time before noon. This is inversely re- 
lated to the average stomata1 resistance 
of the canopy, demonstrating the large 
effect of this resistance expressed in 
equation 6.  The diurnal pattern of 
stomatal resistance is a result of our as- 
sumption that  the resistance is a func- 
tion of light intensity. 

The effect of temperature on the solu- 
bility of sulfur dioxide is demonstrated 
by the uptake maximum occurring be- 
fore the minimum stomatal resistance a t  
noon. This is because we have assumed 
that  the maximum temperature lags the 
maximum solar radiation by 3 hours. 
The solubility of sulfur dioxide in water 
is inversely related to temperature; thus 
the maximum absorption takes place a t  
the coincidence of a low stomatal resist- 
ance and a high solubility of sulfur dio- 
xide during the cooler morning period. 

These results are  further illustrated 
by figures 3 and 4. Figure 3 shows the 
instantaneous profiles of wind speed, 
crown cross-section, and sulfur dioxide 

concentration a t  11 :00 am of the diurnal 
simulaticn shown in figure 2. Figure 4 
shows the same conditions except that  
the radiation inputs to the  model are  
characteristic of a uniformly cloudy sky. 
The incident solar radiation was lowered 
from 1.12 ly/min to 0.42 ly/min. The 
lower incident radiation results in a 
higher average stomatal resistance a t  
every height in the canopy, lowering the 
sulfur dioxide uptake by 27 percent. The 
lower uptake results in higher sulfur 
dioxide concentrations in the canopy. 

A comparison of the total uptake for 
the January day, 0.29 kg/ha, and the 
July day, 0.58 kg/ha, shows the type of 
annual variation that  can be expected. 
As illustrated in figures 1 and 2, one 
of the sources of this variation is the 
shorter day length during January. 
However, even the instantaneous uptake 
values are lower in January. This is 
caused by a lower leaf area in January 
than in July. Although a lower average 
stomatal resistance might be expected 
during the winter because of the lower 
incident solar radiation, this is not the 
case because there is more shaded leaf 
area in the denser summer canopy. The 
effect of the average stomatal resistance 
is reflected in the fact that  uptake per 
unit leaf area is greater in the January 
simulation than the July simulation as 
shown in table 2. 

Thus the diurnal pattern of sulfur 



Figure I.-A simulation of the diurnal pattern of sulfur dioxide 
uptake, net radiation, temperature, and average stomatal 
resistance for a clear day characteristic of Aiken, South 
Carolina, during January. 
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Figure 2.-A simulation of the diurnal pattern of sulfur dioxide 
uptake, net radiation, temperature, and average stomatal 
resistance for a clear day characteristic of  Aiken, South 
Carolina, during July. 
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Figure 3.-The distribution of pollution con- 
centration and related tree parameters a t  high 
solar radiation. 
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Figure 4.-The distribution of pollution con- 
centration and related tree parameters a t  low 
solar radiation. 
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dioxide uptake reflects the effect of 
changing solar radiation and tempera- 
ture on stomatal resistance and sulfur 
dioxide solubility. The seasonal pattern 
is affected by these variables and also 
by the seasonal change in day length 
and leaf area. 

No experimental measurements have 
been taken under similar climatic and 
stand conditions, but the uptake rates 
compare well with those found in lab- 
oratory experiments. Table 2 compares 
the average daily uptake rates from the 
simulation with the laboratory data of 
Roberts ( 1 9 7 4 ) ,  and Bennett and Hill 
(1973). The results of Bennett and 
Hill are particularly interesting because 
an effort was made to duplicate field 
conditions. The simulated uptake ap- 
pears to be an order of magnitude 
smaller than the experimental value. 
This can be explained on the basis of 
the high value of the internal diffusion 
resistance used in the simulation. How- 
ever, it  should be pointed out that  the 
uptake per unit leaf area agrees quite 
well with the values found for tree 
species by Roberts, indicating that  tree 
leaves may actually absorb sulfur dio- 
xide more slowly than some other types 
of vegetation. 

Although these results indicate that  
conifers have a potential for removing 
sulfur dioxide from the atmosphere, this 
potential ,may not be met if climatic 
conditions are unfavorable. Low light 
intensity or cold weather can cause 
stomatal closure and limit sulfur dio- 
xide uptake, as demonstrated in figures 
3 and 4. On the other hand, data col- 
lected by Martin and Barber (1971) 
clearly show that during periods when 
atmospheric conditions favor the depo- 
sition of dew, this surface water can be 
a sizable sink for transient absorption 
of sulfur dioxide. 

The results of these simulations or 
similar ones can be used to estimate the 
uptake of sulfur dioxide over a large 
area that has trees or crops as a major 
vegetative component of the landscape. 
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Table 2.-Comparison of model and experiments 

Species Uptake 
(kglha-hr-pphmv) Source 

Red maple 
White birch 
Sweetgum 
White ash 
Alfalfa 

Loblolly pine 

8.8 x Roberts (1974) 
8.6 x 
7.4 x 10-4 

2.9 x 10-2* Bennett and Hill (1973) 
6.2 x 10-3 
7.0 x lo-" January simulation 
1.2 x 10-3 
9.8 x 10-3* July simulation 
9.8 x 10-4 

*Based on ground-surface area; other values based on 
leaf-surface area. 

Figure 5.-Mean annual isopleths of sulfur dioxide concentra- 
tions with west and east wind over Long Island, New York 
(from Roynor et a/. 1974). 
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This could be forests, parks, farms, or 
urban areas where the shade trees 
dominate the surface area. We have 
made calculations of this type, using 
the data of Raynor et al. (1974) for at- 
mospheric sulfur dioxide concentrations 
on Long Island, New York (-3276 sq 
km).  Figure 5, redrawn from their 
paper, shows the average concentrations 
under two different meteorological con- 
ditions. The weighted uptake, assum- 
ing the island is completely forested, 
is 54 metric tons per day for the east- 
wind case and 256 metric tons per day 
for the west-wind case, based on the 
summer values of the simulations shown 
above. 

The sulfur dioxide released to the 
atmosphere by a large power plant 
(7,200 metric tons of coal consumed 
per day) is 280 metric tons per day 
based on Environmental Protection 
Agency emission factors (EPA 1972). 
'It seems that  absorption by vegetation 
over even large land areas is not signifi- 
cant compared to the output of large 
power plants. However, if an  advanced 
pollution-abatement method such as 
catalytic conversion is used, the actual 
output will be closer to 28 metric tons 
per day. Under these conditions the 
forest could absorb a significant portion 
of the sulfur dioxide present from nine 
power plants when meteorological con- 
ditions are favorable. 

Optimum management of forest buf- 
fers around urban or industrial areas 
will be complicated by the effects of 
diurnal and seasonal variation in ab- 
sorption. Ideally the pollutant emis- 
sion could be timed to periods of op- 

sulfur dioxide absorption characteristics 
throughout the year. In  colder or  drier 
climates, vegetation uptake may not be 
as suitable because the major type of 
vegetation is deciduous, and the conifers 
have very slow metabolic rates a t  tem- 
peratures below freezing. 

Therefore i t  seems that  practical use 
of forests for air-pollutant sinks must 
rely on a combination of the proper 
species grown in the proper climate, 
with delivery of the pollutants a t  con- 
centrations and times that  favor uptake. 
However, even under less-than-optimum 
conditions, forests play an important 
role in pollution abatement. If the 
inclusion of a park or natural area in an  
otherwise urbanized space will decrease 
sulfur dioxide concentration during half 
the days in the year, this may be a very 
desirable use of this space when con- 
sidered as part of a multipurpose park 
system. 
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Ecology of an Urban Park 

by DEREK J. COLEMAN, president, Ecologistics Limited, Kitchener, 
Ontario, Canada. 

ABSTRACT.-A controversial issue in the city of Kitchener, On- 
tario, involves the proposed extension of a boulevard through 
Lakeside Park. A study of this proposal revealed several facets 
of human interrelations with an urban park. Most important, there 
was a large gap between the perception and the reality of environ- 
mental quality. This has several practical implications in planning 
parks in the city. 

LAKESIDE PARK in the city of 
Kitchener, Ontario, (population 125,- 

000) has been the center of controversy 
for almost a decade. To complete the 
network of major arterial roads in a 
section of the city, i t  will be necessary 
to construct a four-lane road through 
the park. Local residents, citizens 
groups, politicians, and municipal em- 
ployees have been embroiled in lengthy 
debate on the issues. This is a report 
on some of the findings of a consultant's 
study of the issues. 

In this case man is the significant 
determinant of the environmental 
parameters. This introduced a new 
element, because man's perception of 
the environment became the issue. 
There was a large gap between what 
was perceived to be the status of the 
environment and the actual case. 

Lakeside Park is an area of 32 acres 
of varied vegetation and landscape. Of 
special prominence is a 4-acre lake in 
the middle of the park. Physically, i t  
would be possible to avoid the lake in 
constructing the road. However, the 
potential destruction of this little gem 

of nature became a heated issue. The 
debate involved the lake, vegetation, 
wildlife, and recreation. 

The study reported here included an 
examination of the status and inter- 
relations of the physical and biological 
factors of the environment and an analy- 
sis of the park and its users. 

THE LAKESIDE PARK ENVIRONMENT 

Geology and Groundwater 
This part of southern Ontario has 

been subject to several glacial advances 
from different directions. The most re- 
cent glaciation occurred during the Wis- 
consin period, 10,000 years ago. Kitch- 
ener is on the edge of a large interlobate 
moraine (the Waterloo Sand Hills), and 
typical conditions for this landform 
exist in Lakeside Park. Underlying de- 
posits are varied in texture, and the 
general topography is rough. The lake 
itself is a kettle formation, resulting 
from the depression formed by a large 
mass of ice. 

The park area experienced two periods 
of glaciation separated by a period dur- 



ing which lacustrine clays were de- 
posited. The material deposited during 
the first glacial period contains large 
quantities of sands and gravels accumu- 
lated to a thickness of 50 t o  150 feet 
over the underlying bedrock. These 
deposits are water-bearing and are 
tapped by three municipal wells within 
the park. Lacustrine clays overlie this 
aquifer. The clay is, in turn, overlain 
by organic deposits in the immediate 
area of the  lake and by glacial outwash 
materials beyond the lake. 

The deposits immediately beneath the 
lake possess a very low permeability, 
providing a basin in which waters col- 
lect to form the lake. These deposits 
also act as a aquiclude (confining the 
aquifer below). Observation wells es- 
tablished that  the lake is not a perched 
water table, as had been feared, but 
that  the groundwater system is continu- 
ous with depth. 

Water Supply and Quality 
The lake as i t  presently exists has a 

surface area of 3.7 acres and ranges in 
depth down to 22 feet. As natural 
processes occur, the lake will gradually 
fill in with organic materials and water- 
borne solids. The total land area drain- 
ing into the lake is 150 acres. The 
drainage basin is urbanized (except for 
the park), and three storm sewers dis- 
charge into the lake. 

The total annual average rainfall in 
this area is 32 inches. This will result 
in approximately 150 acre-feet of water 
discharging to the lake. Drainage from 
the lake also drains into a small creek 
when the water level is above a certain 
elevation. For the rest of the year, there 
is no outflow. The water level in the 
lake drops below its outlet during dry 
periods because of evapotranspiration. 

The lake in the park is one of the 
most eutrophic bodies of water in the 
Province. Eutrophication is a process 
whereby the nutrient level or fertility 
of a water body increases naturally as 
i t  ages. These nutrients stimulate the 

growth of aquatic plants, particularly 
algae, and the familiar problems of odor, 
weeds, and a deterioration in esthetics 
result. Eutrophication may arise through 
normal runoff and decomposition proc- 
esses. The addition of storm sewage 
and runoff from fertilized lands accel- 
erates the process. 

Some of the water-quality data col- 
lected during study of the lake by the  
Ontario Ministry of Environment re- 
vealed coliform bacteria counts, nitrate 
nitrogen levels, and organic and am- 
monia nitrogen levels above the allow- 
able limits for recreational use. 

Nuisance water-pollution problems 
were identified as well. In several sam- 
ples, the amount of oxidizable organic 
matter as measured by the BOD,, COD, 
and volatile solids tests was greater 
than that  normally found in surface 
waters. This suggested a high level of 
decomposition in the lake and the pos- 
sibility of deoxygenation during night- 
time hours. In the hypolimnion, with 
temperatures several degrees lower than 
the surface, the dissolved oxygen con- 
centration approached 0 mg./l. Chlor- 
ide ion, a common indicator of contam- 
ination by man, was measured in rela- 
tively high concentrations. 

The major source of contamination in 
the lake seems to be storm-sewer dis- 
charges during periods of runoff. 

Soils and Surficial Sediments 
An examination of the soils and sur- 

ficial sediments of the park revealed 
that  the developed soil profile had been 
disturbed throughout most of the park. 

Two large areas of fill material were 
discovered. Investigation of the filled 
area on the east side of the  park re- 
vealed that  this area had once been 
mined as  a gravel pit and subsequently 
was filled with wastes and debris. The 
other area of fill was more recent. The 
upper park consists of stratified sands 
and fine gravelly sands, which have been 
remolded a t  some time. 

Erosion of the steep embankments, 



particularly on the eastern side of the 
lake, has been severe a t  various periods 
in the past. This is substantiated by 
the occurrence of soils consisting of 12 
to 30 inches of sand loam and fine sands 
overlying 5 to 6 feet of organic and 
marl deposits. 

Vegetation 
Examination of the vegetation of the 

site, on air photos and in historic rec- 
ords, revealed that  major changes had 
occurred in the past 25 years. Most 
notably, Dutch elm disease, land clear- 
ance, and filling have resulted in many 
large trees disappearing. The park does, 
however, support a diversity of vegeta- 
tion communities from pond to marsh 
to upland. In a botanical survey of the 
site, 213 species of plants were iden- 
tified. 

All the vegetation in the park has 
been subjected to the influences of man. 
Characteristically, the vegetation is in 
secondary succession following severe 
disturbance. As a result, the canopies 
of most of the stands are open, with 
dense growth beneath. Many shrubs 
are present. 

The east side of the park supports 
more natural stands of vegetation. The 
west and north sides are predominantly 
maintained lawns, except in the immedi- 
ate area of the lake. 

Wildlife 
Inventories of birds and mammals of 

the park revealed a pattern of indi- 
viduals and populations that  related 
strongly to the vegetation structure. 
Thirty-nine species of birds were iden- 
tified in the park. The diversity of 
species on the east side of the pond was 
identical (24 species) to that  on the 
west side. Though the number of species 
on each side was the same, there were 
six species seen on each side that  were 
not observed on the other. The east 
side had areas of denser tree canopy 
and more edge between woods and fields, 
thus attracting rose-breasted grosbeaks, 

eastern wood peewees, field sparrows 
and indigo buntings. The west side pos- 
sessed more open fields, thus attracting 
species like kiildeer. 

The diversity of bird species was re- 
lated to the structural and botanical 
diversity of the vegetation. In the 
west, the cultivated landscape attracted 
only seven species, though i t  comprised 
84 percent of the area. The more 
vegetationally diverse sections had 22 
species on 16 percent of the area. The 
four vegetation areas with the most 
bird species contained a mean of 55 
plant species each, which was almost 
twice as great as the mean for the four 
areas with the lowest number of bird 
species. The valuafile habitats for birds 
were identified as those with both the 
largest amounts of high and low canopy 
and with the greatest vegetation diver- 
sity. 

The most common species of mam- 
mals trapped in the park surveys were 
the white-footed mouse, the short-tailed 
shrew, and the meadow vole. Six of the 
seven vegetation areas in which small 
mammals were found are on the east 
side of the pond. All species prefer the 
dense herbaceous growth of the more 
natural environments. This is shown by 
a comparison of the mean percentage of 
shrubby cover in the vegetation areas 
where small mammals were captured 
(70 percent) with those areas where 
small mammals were not captured (31 
percent). 

Recreation 
A survey of park users and activities 

showed several interesting patterns. The 
park attracts people from only a limited 
surrounding area, approximately mile 
for most users. It serves the function 
of a neighborhood park, providing space 
for recreation to meet local demands. 
The people who do use the park do so 
frequently, averaging 4.8 visits per week. 
These people are predominantly children 
aged 1 to 12 and people over 65. 

Observations on the spatial patterns 



of the summer users produced interest- 
ing patterns. The highest concentra- 
tion of users (32.7 percent) was in the 
playground off in one corner of the park. 
Walking, jogging, and the water-related 
activities showed medium levels of par- 
ticipation. Passive activities, such as 
sitting and sunning, bird-watching, and 
picnicking showed low levels of partici- 
pation. The avoidance of the natural 
areas and attraction to facilities was 
obvious. 

THE PARK ECOSYSTEM 
When these various factors and con- 

clusions were examined as a whole, sev- 
eral important conclusions became evi- 
dent. 
1. People focused on the lake as the 

significant natural feature of the 
park. It was perceived to  be (by 
some knowledgeable people) very 
sensitive to the environmental ef- 
fects of the proposed road. In fact, 
however, the lake was in an ad- 
vanced state of eutrophication, in 
which many water-quality param- 
eters were above recommended levels 
for contact recreation. The primary 
source of water to the lake was 
storm-water runoff. This rich en- 
vironment had many benefits be- 
cause i t  supported luxuriant aquatic 
vegetation and high populations of 
coarse fish for children to  catch. 
This suggests that  we do not neces- 
sarily require the achievement of a 
high-quality body of water for i t  to 
serve a significant amenity or recrea- 
tion function. The eutrophic natural 
condition is stable and inexpensive 
when compared to  the cost input 
necessary to artificially maintain 
marginally better conditions. 

2. The terrestrial environment (soils, 
vegetation) of tlze park had been com- 
pletely altered by man's actions in 

the past. The vegetation was pre- 
dominantly early successional weed, 
shrub, and tree communities - not 
what one would consider particularly 
significant. However, because of its 
structural and vegetational charac- 
teristics and the diversity of habitat, 
the vegetation attracts an unusual 
number of bird species. 
Thus, although not important in it- 
self, the vegetation of an area-even 
of 10 or 15 acres-can relate to  
substantial bird populations and pro- 
vide a significant environmental re- 
source within a confined space. 
One issue for environmental philos- 
ophers that  is raised by this case 
develops from the preservation of 
the conditions in the park. If al- 
lowed to progress long enough, a 
more uniform and less attractive 
environment for birds will result. 
Thus, are we then justified in alter- 
ing the natural processes to main- 
tain a desirable situation that  would 
extinguish itself? 

3. Even though the natural features of 
the park were perceived as being its 
outstanding characteristic, particu- 
larly by the vocal environmental 
groups, the average park user did 
not attempt to come in contact with 
the more natural areas - except for 
the young who played on the pond 
edge. The patterns of man and 
nature did not overlap. The local 
naturalists were such a low percent- 
age of park users that  they were 
not recorded during the surveys. 
Thus, in planning for nature in our 
parks one must ask for whom certain 
elements are preserved. 
Since the spatial patterns of the rec- 
reationists and nature did not con- 
flict in this case, i t  suggests that  
careful planning can resolve prob- 
lems of incompatibility. 



Man-made New Orleans: Some Interactions 
between the 

Physical and Esthetic Environments 

by RONALD F. LOCKMANN, assistant professor, Department of 
Anthropology and Geography, University of New Orleans, Lake- 
front, New Orleans, La. 70122. 

ABSTRACT.-The relations between the physical environment and 
esthetic dimensions of the New Orleans cultural landscape are 
examined. The esthetic characteristics associated with New Orleans 
urban morphology are examined with respect to possible constraints 
by the physical environment. Salient townscape features such as 
street grid system, surface-drainage network, and spatial features 
of selected residential neighborhoods provide instances that dem- 
onstrate the varying levels of physical environmental impingement 
upon the esthetic landscape. 

Because of i t s  close, i f  no t  abject ,  de- 
pendence u v o n  local building materials which, in geological terms a t  least, are  
und local qkalities of site, the  c i t y  epitom- rapidly. 
ixes the  surrounding country  and gives a 
special character to  t he  natural  sett ing.  The visual or esthetic landscape is 
At n o  momen t  in i t s  existence i s  the  compounded of the disparate elements 
divorce between the  man-made environ- 
m e n t  and the  ear th  complete. of the physical and human scene, and 

-LEWIS MUMFORD, in i t  becomes chaotic and illegible in cer- 
T h e  Cul ture  of Cities tain locales as a result of the uneasy 

THE NEW ORLEANS urban complex 
stands upon what has been termed 

the flattest, lowest, and geologically 
youngest site of any major city in the 
United States (fig. 1). The site has 
been above sea level for roughly a 
thousand years, while the most signifi- 
cant human landscape modification has 
transpired roughly within the past two 
centuries. 

The growing demands for space to ac- 
commodate the population of one of the 
world's major ports have transmogrified 
the physical landscape of New Orleans 
so fundamentally that  the designation 
- man-made - applies not only to 
buildings, roads, and other components 
of the cultural landscape, but also to the 
undulations of the land surface itself. 
Indeed, the processes of site preparation 
and maintenance (that  is, from extreme 
meteorologic or hydrologic events) have 
built a virtual walled city that  is pri- 
marily below sea level, and portions of 

symbiosis of man and nature. Especially 
t he  street grid, drainage system, and 
spatial structure of certain residential 
neighborhoods give visual evidence of 
the inextricably interwoven physical and 
human landscapes. 

ASPECTS OF THE PHYSICAL MILIEU 

New Orleans' global importance as  a 
port followed from its geographical loca- 
tion on the lower deltaic plain of North 
America's premier river. The "Isle of 
Orleans" depicted by the eighteenth 
century cartographer Delisle is reality 
when one considers that  marshlands 
flanli the city's eastern and western 
edges, and the banks of Lake Pont- 
chartrain on the north and the Missis- 
sippi to the south are permanent, though 
dynamic, physical boundaries. The char- 
acteristics of the land surface have long 
confounded potential residents as well 
as visitors, as an eighteenth century 
account affirmed : 



Figure I.-Block diagram illustrating geologic structure and geomorphology of 
New Orleans region in southeastern Louisiana. Courtesy Dr. Sherwood M. 
Gagliano. 

s Christian, Mlss. 

A t  high tide, the river flows through the 
streets. The subsoil is  swampy. .  . Dikes 
have to be built along the river, and houses 
can be constructed only on piles. Those 
living in the ci ty . .  . feel a s  if they were 
living on an island in the middle of a mud 
puddle. (Regional  Planning Commission 
1969) 

The alluvial ridges or levees built by 
the Mississippi River's overbank flow a t  
high stages provided the highest ground, 
although they stood no more than 10 or 
15 feet above sea level. In addition to  
the natural levees, less extensive former 
beach ridges were deposited above the 
generally sea-level fresh (some brack- 
ish) water marshes, while thickets of 
cypress dominated the swamps. Much 
of this area, most of the present urban 
region, is thus below sea level, thereby 
accounting for the popular concept of a 
bowl-shaped base on which New Orleans 
is situated. 

The former beach ridges, called Me- 
tairie and Gentilly ridges, (also called 

Metairie Bayou and Bayou Sauvage 
(figs. 2 and 3) provided the road sur- 
faces, west and east respectively, giving 
first overland contact to the town of 
New Orleans. 

IMPACT OF HUMAN 
MODIFICATION OF THE LANDSCAPE 

The locale of New Orleans proved at- 
tractive for the aboriginal Amerinds 
who occupied the region for more than 
2,000 years. The Europeans realized, a s  
early as 1699, the strategic value of the 
Bayou St. John portage route between 
the Mississippi and Lake Pontchartrain. 
The natural levees were a stable and 
partially dry foundation for the original 
settlement's nucleus. Thus the French 
Quarter is situated on some of the high- 
est ground in the region. 

Yet from the  very beginnings, the  
concern for flood control, or protection, 
by walled dikes was paramount. In 
1722, the engineer La Tour urged the 



Figure 2.-Regional geomorphology of New Orleans in the Pontchartrain Basin 
vicinity. From Saucier 1963. 

Small sllt and shell beaches 

f o n t c h a r t  r o i n  

Figure 3.-Typical north-south profile through city of New Orleans. Courtesy 
Dr. Sherwood M. Gagliano. 
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construction of higher and wider dikes 
than those already being built. And 
nineteenth century maps clearly depict 
the correspondence of urban morphology 
and the higher ground of the natural 
levees. A Mississippi River Commis- 
sion report in 1896 indicated that  a t  
least half of the land inside the present- 
day city limits remained swamp and 
marshland. The nineteenth century saw 
cycles of levee building and subsequent 
destruction by major floods. 

At  present, the Army Corps of En- 
gineers builds the levees in the New 
Orleans area, and local or parish agencies 

retain the responsibility for their main- 
tenance. The system consists of levees 
on both banks of the Mississippi, aver- 
aging 25 feet (7.6 m)  above sea level. 
Thus New Orleans' site is likened to a 
high-rimmed saucer. The levees may 
keep the river from entering the city, 
but they have also served to retain 
whatever water may enter. 

The city averages more than 60 inches 
(150 em.) of precipitation yearly; and 
disposal of excess water was one of the 
historic urban woes in New Orleans 
(Jennings 1972). It was only in 1917, 
upon the employment of the electric 

Figure 4.-Areas surveyed by Soil Conservation Service, 1970, showing soils 
potentially unsuitable for urban construction. Courtesy Dr. Dan W. Earle. 



screw-type pump, that  the swamps and 
marshes were drained and the city's 
fringe could advance in subsequent de- 
cades through the mid-city district and 
towards the lakeshore. As recently as 
the late 1920s, the Lake Pontchartrain 
shore was, with few exceptions, a 
swampy isolated expanse with per- 
manent settlements consisting mainly of 
ramshackle fishing camps (Filipich and 
T a y l o ~  1971).  The east and west roads 
out of New Orleans, on Gentilly and 
Metairie ridges respectively, contained 
the preponderance of suburban popula- 
tion. As recently as 1940 New Orleans 
had, among major American cities, one 
of the lowest ratios of population resid- 
ing outside the city limits (Gilmore 
1944) + Since the urban region's popula- 
tion has nearly donbled in the span 
from 1940 to the present, the main era 
of extensive wetlands drainage to facil- 
itate residential construction has oc- 
curred recently (fig. 4). 

LOCAL VISUAL QUALITIES AND 
THE NEW ORLEANS ESTHETIC 

LANDSCAPE 
Tourism is commonly cited as the sec- 

ond leading industry of the New Or- 
leans economy. Certainly the widely 
held city image of an  uncommonly 
scenic and distinctively old-world town- 
scape is a part of the lure that  attracts 
large numbers to visit New Orleans an- 
nually. The obvious attractions are  the 
French Quarter and the ante-bellum 
residential Garden District. I t  may not 
be readily apparent that  these neighbor- 
hoods stand on some of the higher 
ground in the city. Nor is one palpably 
below sea level in certain adjacent areas. 

Reading the local landscape is further 
complicated by the commonplace real- 
ization that  the French Quarter's 
cracked and disjointed sidewalks, an 
occasional tilted house, or  sagging 
fences in the Garden District are  condi- 
tions to be expected in historic areas 
and are  hardly unique to New Orleans. 
Relatively few tourists expend the ef- 

fort to view any of the dozens of other 
local neighborhoods or suburban out- 
liers of New Orleans. I t  is therefore 
possible, and even easy, to miss the 
subtle but nonetheless prevalent visual 
clues and tangible landmarks that  
epitomize the problems of construction 
on an unstable foundation. 

The New Orleans esthetic landscape is 
a product of the structures and spaces 
man has superimposed on a physical 
base, and yet the very base itself has 
become a man-made object that  gives an  
overtly distinctive appearance to large 
sections of the urban region. The intri- 
cate interrelation between man's modi- 
fication of the physical environment and 
its reciprocal impact on structures and 
general surface characteristics can be 
illustrated by a consideration of street 
patterns, drainage systems, and land 
subsidence in selected portions of New 
Orleans. 

STREET GRID 
The distinctive overall feature of the 

road pattern of New Orleans as seen 
from the a i r  or map view is the fan- 
like layout of streets on that  lobe of 
land enclosed by the crescent bend of 
the Mississippi River. Adjusted to the 
configuration of early land-ownership 
boundaries, the configuration is not a 
direct response to physical conditions. 
The more common rectangular or 
checkerboard street pattern, with roads 
intersecting a t  right angles, is charac- 
teristic of most of the rest of the New 
Orleans region and suburbs, except 
where developers have built winding 
roads and cul-de-sacs in recent sub- 
divisions. 

Spatial or directional orientation is a 
persistent malaise affecting lifelong 
New Orleanians as well as tourists. 
Though this affliction may be under- 
standable in the vicinity of extended 
curvil'inear roads and triangular blocks 
in the fan-shaped Uptown and Garden 
District, i t  is apparently just as com- 
mon for the presumably more logically 



arranged rectangular districts. These 
latter patterns now largely occupy the 
former open spaces between the network 
of drainage canals that  turned them 
into dry land. 

A popular solution to the complex- 
ities of local geography is location fixing 
with reference to the Mississippi River 
and Lake Pontchartrain. The location 
of a residence, for  example, is either 
"riverside" or  "lakeside" of, for ex- 
ample, the main interstate highway that  
bisects much of the urban area (fig. 4) .  
Another local practice to simplify direc- 
tion giving is the use of the terms 
"above" and "below" for distinguishing 
points on either side of a given bound- 
ary  (particularly streets), generally 
with reference to the central business 
district. In  the context of a city with 
considerable sub-sealevel land, this par- 
ticular local t ra i t  is potentially confus- 
ing, indicating to outsiders that  New 
Orleanians possess some remarkable 
perceptual acumen and are  intimately 
aware of the nuances of local topo- 
graphic undulations. This is most as- 
suredly not true, and "above" and "be- 
low" are  strictly horizontal references 
and not elevation indicators. 

Passengers in a vehicle or pedestrians 
who turn  off the major commercial and 
connecting thoroughfares notice the pre- 
dominantly narrow streets in most of 
the older neighborhoods. Although nar- 
row streets are  hardly a unique New 
Orleans trait,  their prevalence under- 
scores, along with the typically long 
and narrow lots, that  space has been 
a t  a premium in this city. 

The condition of the road surfaces 
reflect the stresses of overlaying a dif- 
ferentially sagging foundation. Off the 
main traffic arteries, warped, cracked, 
caved, and potholed road surfaces are 
common. Yet roads often mark the 
neighborhood's highest local relief. And 
in areas lacking some variety of curb- 
ing, clam shell and deeply indented mud 
shoulders further contribute to an over- 

all impression ob disarray and in- 
stability. 

WATER-REMOVAL STYSTEM: 
CANALS AND DRAINAGE 

Street orientation in New Orleans 
exhibits a strong general correspond- 
ence with the drainage network. And 
since the network provides daily re- 
moval in the basin as well as affording 
drainage for heavy storms and flood 
occurrences, i t  is a crucial to the con- 
tinuance of urban utilizatioa of the site. 
By 1970 the Parish of Orleans alone 
boasted 1,400 miles of drainage canals 
and the 13 pumping stations, probably 
the greatest aggregation of low-lift 
pumps assembled anywhere in an  equal 
area (Carter 1969), with an  aggregate 
capacity of 17.5 billion gallons (65 mil- 
lion liters) per day. 

Canals range in size, some being as 
much as 80 feet (24.5 m)  wide. Features 
of this magnitude are indeed prominent 
landmarks and boundaries in the visual 
landscape. The open canals also assault 
the olfactory senses when flow is slight, 
giving false credence to the occasionally 
published misstatement that  New Or- 
leans employs open sewers. 

Canals are  perhaps less obvious in 
the older sections of the city, where 
many were covered, than in the more 
recent subdivisions, where housing con- 
struction followed close upon canaliza- 
tion and covered canals are  an  unafford- 
able luxury. 

It is terribly easy to underestimate 
the extent of the New Orleans region's 
drainage system based on direct obser- 
vation, but the impact of the system is 
more profound than keeping excess 
water from the streets and forming 
barriers to the flow of traffic. The 
continued action of the drainage pro- 
cess is fundamental to the gradual low- 
ering of the land surface itself (Gag- 
liano 1973). This process, which re- 
quires expensive maintenance of the 
flood-protection landform complex, and 



the gradual moving and tilting of struc- 
tures built on the surface of a different- 
ially undulating topography, is among 
the chief features of the New Orleans 
esthetic landscape, 

LAND SUBSIDENCE:: 
THE CHANGING NEW ORLEANS SCENE 

The phenomellon of land subsidence 
is among the paramount physical proc- 
esses i~nlpacting on urban expansion in 
the New Orleans metropolitan region. 
It has been succinctly defined by Saucier 
(196.9) as the relative lowering of the 
land surface with respect to sea level. 
&Tore recently Earle (197'5) has pointed 
out that the term is often invoked with 
reference to tectonic occurreplees over 
a larger region wl~ereas ""settlement" 
usuallgr refers to a less extensive area 
and "c~e changing compaction of soil. 
The term "loweering" is employed in re- 
gards to road, building, levee, or  other 
compression of underlying soil. The 
popular equivalent of "subsidence" is 
""sinking". 

Land subsidence is a. global nuisance 
and axany cases have been closely ob- 
served and documented. This phenom- 
enon has occurred in London, England ; 
Osaka, Japan ; Lake Maracaibo, Vene- 
zuela; and Mexico City to name a few 
notable examples. In  Mexico City an 
exposed well casing in the Plaza de 1% 
Republics, origirlally flush with the stw- 
face, was m e a s ~ ~ r e d  a t  23 feet (9 m) 
above the present after about 60 years 
of use (Fox 1'965, L ~ g g e t  1.9739. 

Tn the United States, land subsidence 
is by no means uncommon. Owing, per- 
haps, to the somewilat less extreme na- 
ture of land subsidence, New Orleans is 
not me.tltio~aed in most of the standard 
subsidence IitelAature, although the ex- 
tent of the local problem is visibly ap- 
parent tliro~aghou"c"Lh m&et~opolitall area 
and especially in a few noteworthy 
neigbborlioods, In the drained wetland 
regions such as New Orleans, the com- 
plexity of organic soils makes i t  diEcult 
to relate subsidence to a single cause. 

The major factors inipingi~lg on land 
subsidence rates in New Orleans are :  
del~ydration and shrinking of the de- 
posits ; oxidation of organic substances ; 
the drop in the local water table; and 
excavation for sewers and water lines. 
Some local soil types may contain 4 to  
12  feet of compressible organics, and 
the water content of humus may be 400 
to '100 percent of dry weight (Soi! Con- 
s~ritntion Sr~tl ict:  197'0, .fig. 5 ) .  A series 
of level surveys in the organic sojls of 
the Florida Everglades lneasured an  
$-fooL(2.5-m) drop in surface over a 
span of 50 years of regular. measurenzent 
( S t ~ p h ~ n s  and S p ~ i r  197'0). 

Land subsidence in the New Orleans 
metropolitall area is prevalent in vir- 
tually all rleigkborhoods, but a few dis- 
"crits in particular epitomize the prob- 
lematic extremes of this phenomenon, 
Cracks, broken, axad uxldulating side- 
walks; tilted ltouses and other stre~c- 
tures; inclined tree trunks and utility 
poles; and undulating lawns, and other 
open-space surfaces are  virtually ubi- 
quitous manifestations of the semi-fluid 
regional substrate. 

The older neighborhoods may be rela- 
tively less affected, yet in the established 
districts of Carrollton, Mid City, or  
B1:tlievie\v, each with sub-sealevel areas, 
scarcely one block exists without num- 
erous visual symptoms of subsidence 
(fig. 5)- In the highest and oldest por- 
tions of New Orleans, numerous strue- 
Lures have lasted for many decades with 
negligible tilt or  settlement, 

FOP this reason, foualdation support 
by pilings or caissons are  not mamlda- 
tory for coltstruetion In the metropoli- 
tan region. On the other hand, the 
largest strrrctures such as the 60-storied 
One Shell Square Building or Ilouisiana 
Superdome have had steel or concrete 
~ ~ i l i n g s  extended beneath their foullda- 
tions to between 100 and 150 feet (31 
to 45 m ) .  Most residential construc- 
tion, employs log pilings about 40 to 50 
feet 412 to 15 n1) in length, which is 
~enera l ly  suEcieat to ensure structural 



Figure 5.-Residence in 6300 block, Wesf End Boulevard in Lakeview secPiorr, 
New Orleans, N o h  undtila+ing sidewalk as well as cracked snd til+ed sfairway, 

~"cability in ~?aost locations in the region* 
But since fiat necess;u.y drainage sys- 
tem "cends to lower the ~previotas'ly higher 
water table, followecl by oxidation a.ujrB 
con~paciion, most of the urban complex 
experiences lhe effects of subsidence 
f Gctylia?zo 3973) .  On the ioumerly sea- 
level drained marshland on the eastern 
and western suburban fringes of New 
Orleans, two subdivisions stand in 111ute 
testimony lo the extreme ant9 dramatic 
impaci of land srabs~deuce in the re,' 0 ion, 

LAND SUBSIDENCE: 
EPITOME DlSTRlCTS 

%'illage Del'Est i s  n subdivision in the 
castern pttrt of the city o f  New Orleans, 
built in an area long avoided for urbani- 
zation because of its marslly forrndation. 
The  XZavold P a ~ k  seetrsn is located in 
ilie mt~riicip>tIity of Renmler, in~medi- 
ately north of New Orleans Interna- 
tional Airport and was built as  the 
t~opul;~tion of New Orle;~ns' western 
sul.,rr~l~an fringe expanded rl~al*iurg the 



past 20 years, In "ce span of time sinice 
they have been completed-and there 
a re  still vacant lots in both areas--these 
districts have provided some of "cie most 
striking exagaip/es! of pliysically and 
visually blighted portions of the New 
Orleans area. Tilted s t ruc tu~es  exposed 
fountlation slabs, cracked walls, drive- 
days and sidewallis, and leaning fences 
and eatility poles are  anlong the nnost 
vivid visual in~pressions of both of the 
subdivisions; and few blocks in either 
orae has two adjoining houses without 
or1e of these problems. 

Few industrious residents have beext 
able to maintain the origir-ral zppear- 
ancc o f  their premises, and Batany have 
10~1g since stol?p?ed trpirag. Buying loads 
of Gll soil to bring up levels to original 
is a p1~ee7alean-l practice in suburban as 
well as older New Orleans districts, but 
one truck-load would hardly suffice in 
Villaga DeX'Est or Harold Park. One 
section in Kenner experienced sinking 

of as much as 1 foo t in  a montli9s time 
(Aq7~ctnotes 197'5). The expense of 
filling large tracts has led developers to 
disregard realistic estimates of potential 
subsidence on the drained wetlands un- 
derlying these and oktier subdivisions. 
In one segment of the Village Del-Est, 
one 760-acre (308-ha.) plot was filled 
with 630,000 cubic yards (481,666 m3) 
of material to raise the surface 6 inches 
(35.2 em) above the o-rigiatal level. To 
add anotlzer vertical foot would have 
cost the developer $3,030 per acre 
(Enrle 197'5). I t  is thus understand- 
able why the dexleloper estimated that  
potential subsidence would be 6 inches to 
1 foot! 
In EIayold Park9 Kenner, as well as in 

otller locations, some developers reduced 
their cash outlays by eliminating the 
fotandatiora pilings. The result is sev- 
eral bloclas of moderately to severely 
tilted Izouses. Tlae corner of Arkansas 
and 32nd streets provides one striking 

Figurs &.-Residence at  corner of  Arkansas end 32nd Streets, Harold Park 
subdivision in Kenr~er. 



Figure T=-Wes;dence a t  4% 1 1 Williams Boulevard, Menner. Support pilings 
appear to be stilts, Note incline of unsupporfed concrete pad. 

Figure @.-Residence in 3200 block (sf Colorado Sfreet, Hareold Park subdivision, 
Kenner. 



Figure 9,-Residence in 13000 bBock of N. Nemours, Village DeB'Est subdivision, 
New Orleans. Ornamental plawfings obscure exposed faundafion bottom 

direc+ly behind tree, 

visual. example of structraral movemea.tS; 
and damage (fig. 6).  Even many of the 
buildings supported by pilings have been 
affected to the extent thahnders ides  of 
foundations and even the pilings are 
above present ground level, giving the 
appearance of low-level stilt houses 
(figs. 7 and 8). Some Village Del'Est 
homes have undergone the same forces, 
the subfounda"ilon space providing den 
or  nesting sites for donlest-ic animals 
and wildlife from adjacent niarshlands 
(Cc1q?iw 2975) .  

Adroit placement oC foilage is some- 
times successful in masking the extent 
of subsidence (fig. 9) ,  althougl1 some 
residents have decided to remove larger 
shrubbery and trees when soil-creep 
moved root systems and trunks toward 
the foux~dntion hole. Biles of earth fill 
a re  among the most pervasive of visual 
landscape characteris"ccs in Village 
De19Est. Along many streets, sucli as 

N. Lenians, scattered piles of earth fill 
have formecl a hodge-podge of domal 
and conical hilloclrs, many a t  least par- 
tially overgrown with tufts of weeds 
and grass, while some have become 
overgrown and entirely incorporated 
into the lawns. The billowy erndula- 
tions and the welter of unkempt yards, 
devastated foundations, fences and side- 
walks (figs, 10 and PI) combine t o  in- 
vest the esthetic landscape with a 
chaotic and blighted guise starkly con- 
trasting in extremes with the subdivi- 
sion's original and intended appearance. 

In Village Del'Est, as elsewliere, es- 
thetic environment manifests itself in 
a n a l  considerations. In Village 
Del'Est, the average expense per year 
was calculated to be $120 for about two- 
thirds of the residents ; nearly one-third 
had expenses in excess of that  figure, 
and some 6 percent of homeowners in 
the tract reported annual costs of over 
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Visual and Functional Components of 
the Built Environment: 

A Case Study of Urban Residential Neighborhoods 

by CHRISTOPHER J. SMITH, ussistant professor, Department of 
Geoglpttphy, University of OJcEnhoma, Norman, OkEa. 73019. 

ABSTRACT-The hypothesis that vxsual and functional charac- 
teristics of neighborhoods influence the psychologica% well-being of 
reddents was tested A9.1 informal test by a survey of advertising 
strdegies for selling rcal estate was first used Second, data from 
a variety of published sourqes were used to identify some of the 
underlying dimensions of residential nerghborhoods The dimen- 
sions were used as independent variables to predict three different 
measures of psychological well-beix~g in former mental patients. 
The results partially supported the Irypothesized relationship by 
demonstrating thabeighborhood type appeared to influence the 
patients7 recuperation. 

CONCERN IS the relationship 
between pl~ysical setting and human 

well-being in residential neighbor&loods. 
I t  will be argued that an  individua19s 
neighborliood has a significant influence, 
both visually and functionally, on his 
or her psychological well-being. Back- 
ground for these assumptions has been 
assen~bled in a variety of sources (An-  
grist  19Y4, Peterson 1967, Smith 1975), 
which have made important contribu- 
tions to burgeoning disciplines such as 
behavorial geography and environ- 
mental psyclnology (Proshnnsfey et  at, 
1970, b)o?vns and Stea 1973, A?nadco and 
Gotledge 1975, Z z ~ b t  et al, 497.5, kang 
PZ nl. 1874). To substantiate these as- 
sumptions, I will describe a study de- 
signed: (1) to characterize some of 
the ~~nder ly ing  visual and ft~nctional 
dimen~sions of residential neighborhoods, 
and (2)  to test for a relatioxiship be- 
tween ellose dimensions and the psy- 
chological well-being of the residents. 

I attempted to investigate ckaracter- 
istics of residential neighborhoods by 
analyzing the sales strategies adopted 
by realtors. It is reasonable to  assume 
that  sellers of residential. units describe 
to potential ccutomers the benefits they 
will realize if they choose to live in a 
p:~rticular neighborhood, We cam also 

assume that the buyers expect to realize 
a t  least some of these benefits. 

RESIDENTIAL NEIIGHBORHOBD 
AND PSYCHOLBGICAL WELL-BEING 

A city exists primarily "L concentrate 
services for a large populdion in a rela- 
tively small area, and one oP the most 
important of these services is providing 
people with a place? to lire. The resi- 
dential u n i t a n d  its adjacent neighbor- 
hood invariably become tlze spatial do- 
main of the modern western person, 
Most of us spend a t l eas t  two-"cbirds of 
our lives in and around the home, and 
some spexrd considerably more. Thus, 
altheugh the neigliborhood provides 
shelter, i t  may do rnuclii nrore; in fact 
the neighborhood can make us feel good 
or bad in varying degrees. A neighbor- 
hood may be pleasant to look at, i t  may 
be a llaylsy place, and i t  may have a 
strong sense of community, On the 
other hand i t  wr2ty he ugly, anonymous, 
or sad. 

%t is convenient to class r-tejghborhood 
characteristics into visrral and fune- 
tionill components. T'i~ws a neighbor- 
lzood is first something we look a t ;  and 
wl~en we loolr, we may see features 
which please or displease us. We tend 
to look fur trees, or hills and streams; 



but ofken we see only factories, parkiiig 
lots, and cars. At the sanle time, we 
interact with our neighborhood in other 
nonvis~aal ways. We live in a certain 
spatial unit, we move around in it, so- 
cialize in it,  and breathe its air. Obvi- 
ously the physical layout of tlie neigh- 
borhood, the amount of vehicular t r a s c ,  
and its social composition, among other 
t t~ings,  will influence tlie way we lee1 
these interactions. In oilier words, "cite 
neighborhood may help or hinder our 
everyday functioning and tlie way we go 
about taking care of our needs. 

RoberL Sommer (1 S Y d )  has recently 
developed this argument, a t  a more 
general level, in a book titled "'Tight 
Spaces". S o n ~ n ~ e r  described two dis- 
tinct types of physical settings, one 
which is ""hard" and u~lresponsive to 
human needs; arld another which is 
""softqs and more likely to  ""tlelcon~e and 
reflect the presence of hun~an  beings." 

VlSUAL AND FUNCTFlONAL 
COMPONENTS OF NEIGHBORHOOD: 

SOME lDEALlZED STATEMENTS 
%%en a real-esiate agellhactvertises a 

property, he "cies to enllance the good 
points and niinimize the not-so-good. 
Much of his selling st14ategy is coxlcen- 
tvated on the residential unit, b ~ t t  often 
the lleighborhood characteristics are  
included. In these cases, the informa- 
'Lion provided may be spatially bounded, 
to describe, for example, the view from 
tlie kitchen window. In other cases the 
information is aspatial in nature, for 
example, to describe the security or the 
type of neighbors one might expect to 
find. The informatior1 with t l ~ e  
type of unit being sold, the inconle and 
age gr.oup of the prospective buyers, and 
the location of the property. 

Nevertlleless, by looking a t  the de- 
scriptions used in advertising residen- 
tial property, we can get some indica- 
tion of t11e ways the realtors expect the 
property "c enhance the quality of an  
individual's life. Although the descrip- 
tions yepreserat an idealized picture, as 

is the case in most advertising, we lnust 
asstrn~e they are based on some elements 
of t ~ u t h ,  en~belfished in varying degrees 
by subjective evaluations. 

Method 
The Sunday newspapers of nine cities 

i n  tlie TJnikd States were analyzed for  4 
consecutive weeks. They included a 
range of sizes and locations : New York, 
l 10s Angeles, Detroit, Dallas, Atlamzta, 
Trrlsa, Olrlal~orna City, Ann Al-bor, and 
Ncrman. All advertisements in the 
real-estate pages were subjected to a 
content analysis, but only statements 
pertaining to the neighborhood were 
considered. No atkemipts were made to  
define "neighborl~ood~~ specifically, but 
it became apparent that any inforrna- 
tion that  did not relate specifically to 
the residential unit or the itpartment 
cornplex, sliould be considered. 

In general, the search was for the 
acijectives and phrases used to describe 
the area in which the uiiits were located. 
F ~ o n r  the content malysis, a list of de- 
scriptive neighborhood features was 
generated, and a small san~ple  of then1 
is reproduced in table 1. It was evident 
that the descriptions were related to a 
variety of needs and desires that  would 
appeal to the l~otential buyer, and some 
of these a re  suggested. 

To organize the list of features and 
their relntecl needs, the information was 
categorized heirarcliically along the lines 
suggested by Abraham Maslow (1968). 
Obviously i t  11ot possible to defend 
rigorously the categorization shown in 
table 4 ,  and tlzere is no hard evidence to 
livalr the items with any of Maslow9s 
needs, Similarly, each of the described 
fe;ttures could be related to the satisfac- 
tion of more than one type of need. The 
table was constructed solely as  a 
mnenomic device, and as a way to make 
some sense out of an  extremely diverse 
set of needs and desires. 

In selling a neighborhood, ave can 
assume that the realtor believes, and 
would like the buyer to believe, that  



Table I .---Selling neighborhoods according human nssds* 
-- - -  -- 

Exaxnples of neighborhood 
descrip$ons in advertisements 

I. ""Finest shopping close to Detroit9' 
""Competitive rents" 
"'Onlv 42 minutes from New York City 
via &ew Jersey Turnpilie" 

"Save a fistful" 
"On a clear day you can see Rig Boy" 

2. "'Fox Briar  Estates is trees, trees, 
trees . . . is Edmond Schools. . ." 

"Great place to bring up  the liids" 
"Safe streets, safe neigllRorhood9' 
"To lteep you from turning green a 24-hour 
security patrol and staffed gatehouse" 

3. "A unique community, friendly ncigl~bors" 
"Creeks and \vooded cliffs" 
"Rambling stone walls and open rtleadows . . . Canadian Geese and clear skies9? 
"Itustic clt:gance . . . Or1 a Sunday afternoon 

you see niore horses than cars9' 
4. 'Trest ige living in the Pashionable sixties9' 

(Yew Yorli City) 
'"We only looli expensive9' 
"Quality. . . and then sonie9' 
'Wream neigliborhood . . . luxurious" 

5, "Live in a real towx~home comniunity, in town . . . in Dallas' prestigious eclectic neighborhood'' 
'"void houses built in p a t t e ~ n c d  conformity9' 
"'The hest of c:verythingW 
""Where you would like to spend the 

rest of your life9' 

Related needs and 
desires 

Economy, accessibility, 
spaciousncss, recreation 
convenience 

Security, safe for 
children, jtrix7acy 

Sense of corncnunity 
neighborliness, frieridship, 
t ~ u s t ,  close to nature, 
esthetics 

Luxury, quality 
status, elegance, 
cscilernent 

Maslo\v9s needs 

Safety 

Love and hololiging 
(natural and huntan) 

~ X e e d s  a r e  ca"igorized according to &faslo.cv's hcirnrchy ( s ~ e  text).  No attcrupt is made to justify the 
categories--they s e n e  only a s  a n  illustratiort. of the typcs of needs neighborhood characteristics might 
be related to. Marly of the descriptions could br rcllated to more than vtlc nrlcd category. I t  is 
particularly dimcult to relate statenlents to the higher levels of need: cstccm and self-acbtualization. 

livirig in a certain neighborliood will be cantly different str,ategic.s were adopted 
beneficial in a ~iurnber of ways. To sub- For selling etrban f ~ i a ~ g e  properties coax- 
stantiate his claim, he appeals to some pared to  witltin-city properties, a result 
of tile needs t21a"Lmight be satisfied if that suggests that  brlycrs on the urharl 
the buyer chooses to live in his prop- fringe expecttheir house and neighbor- 
e ~ t y  (table 1 ) .  Thus, he actively sells hood to cater lo cliBerent types of needs, 
the neig11k)orhoocl even though he may ;ix)d also that sellers a re  able to pertaeive 
oniy own axle 01% two of i$le residential such differences in ~ i ~ e d s .  
units. From the ir~-vestig;ztio11s made .&XIUS 

The appeal "c different types of needs Far, therc is reason to believe that, 
was recently investigatecl in another neighbot.hood is bought and sold on "ce 
study in wliieli a numbel. of real-estate 11,asis of its co~itribution to tl1c need- 
agents were asked to describe "Le sales satisfaction of the potential ~*esidenis. 
tactics tliey would normally use in sell- Wl~en we buy l?ropcrty, we also get a 
ing two identical houses in different piece of a l l~igl~borhood~ We expect to 
parts of the city. The results of the like living in the neigklbcarhcod and wc 
study indicated that  sales tactics are liope to benefit from it. 
based, at least ixl part, on a subjective Residential neighborliloods can poten- 
evaluation of how the neighborhood will tially r.a"Lr to needs at many different 
eater to the needs of the poknkial buyer. levels. Some neigbbo14hoods may satisfy 
I t  was interesting to note that signifi- only ~7ha"cfaslow calletJ "low" level 



needs such as safety and security, 
whereas others may also oRer ""'liglzer" 
level need sa"csfaction, such as an es- 
thetically pleasing el~vironment and "Llte 
oj,port-taanity ttn el~laance one's irzdividu- 
alitg-. 

Theoretically a t  least, a neighborhood 
catering to a wide range of needs, par- 
"rcularly those ""l.ig11er" on Maslo.cv9s 
heirarcby, would provide a rnorc Bhera- 
peutic and humane living en-~*ii~onme~~-t, 
V~tfortunately, to test srzch a 11 ypothesls 
i t  would he necessary to Gnd ou"iw\~ettier 
the neighborlloods live up to the buyer's 
on. the seller's expectatioxls. In many 
cases we would find that the seller ex- 
aggerated the benefits and tlze X~ayer 
underestimated the shortcon~ings. Thus 
a real-es"r;%e agent might describe some 
neighborhood features ve1-y favorably. 
For example, a subdivision orstside Ann 
Arbor might be described as ". . . a 
paradise somewhere west of Detroit" ; 
and an apartment complex in Norman 
might feature "" , ., beautiful lots-sur- 
rounded by large trees and rolling hills 
. . ." I t  is i~lteresting k~ow one can 
eliaracterize "Ele stunted black oaks and 
the Wat plains of central Oklalloma! 
Realtors are usually slrillful a t  turning 
something unpleasaxlt into something 
that a t  least sounds tolerable, An apart- 
ment complex in Dallas, for example, a t  
the intersection of two interstate high- 
ways, can be described as ". . . conveni- 
ently located with four-lane access in 
every direction . . ." 

The buyer may find t l ~ a t  the adver- 
tisements were illusions; that  the neigh- 
bors are  not so friendly after  d l ;  and 
t h a t t h e  view is not nearly so nice wlzen 
the sun isn9t sfiining. For reasons sucEl 
as these, neig'iiborl~ood selli~ig tactics 
are, a t  best, only an ap~~roximation of 
the actual benefits one might find from 
living in a particular locakiorm. Never- 
theless, they provide an i~lformal guide- 
line and some insight into the types of 
visual and functional attributes of resi- 
dential neigl~borlioods, 

VlSUAL AND FUNCf  iONAlh, 
COMPONENTS OF NEIGHBORHOOD: 

AM OBJECTlVE STUDY 
Data were collected from a variety of 

sources to describe the visual and func- 
tlo~zal characteristics of a sample { n x  
102) of residential neighborlioods in 
southeastern Michigan. It is imporlalzt 
to point oatt a t  the outset that  the visual 
aud functional characteristics a re  not 
always entirely independent, For ex- 
ample, a high incidence of vehicular 
traffic tvould inhibit human functioning 
by pl*eren"cng interaction and creating 
noise pollution, but at the same tinie the 
traffic would present a visual stimulus. 
In general, the variabfes were selected 
to describe visual and functional char- 
acteristics; in other words, they were 
cl?osen to describe (4) w l ~ a t  could be 
seen in and around the neighborhood, 
and (2)  any other features that  might 
he related to human functionix~g and 
"ce satisfaction of needs in the neigh- 
borhood. 

With an individual street address in 
the center, two data cells were con- 
structed to represent each neighborhood, 
Tlie first unit was a square cell. 1,200 
feet on a11 sides, which was intended to 
be a visual neiglzborllood, an area adja- 
cent to the individual Izouse and visible 
from the llouse. The size of the cell. was 
deter~nined in a pilot study as an aver- 
age estimate of tlze distance visible from 
any given house. A larger unit, meas- 
11ring 3,600 feet, was corzstrwcted to 
represent a largely nonvisual, but 
witltin-walking distance neighborhood 
surrounding the immediate neighbor- 
hood on all sides. Using these two cells, 
i h a s  possible to collect data describing 
neighborhood character a t  different 
scales. This would be an advantage if 
the irnxnediate neighborhood were 110% 

entirely representative of its surround- 
ings. The 55 variables collected were 
intended to represenhome of the visual 
and functional neighborElood clzaracter- 
istics for an illdividual residing a t  the 
center of the two data cells. 



The variables were then used to iden- 
tify some of "ce underlying character- 
istics of the residential neighborhoods 
in the sample. Using a combina"con of 
multidimensional scaling techniques 
described elsewhere (SnziCh 1934), I 
identified 10 dimensions and named and 
described each one (table 2 ) -  As f a r  as 
possible no~iconnotative names were se- 
lected for the dimensions. 

It was hypothesized that  the dimen- 
sions describe a t  least some of the char- 
acteristics that  would make a neighbor- 
hood move or  less pleasant or stressful 
as a place to live in. To test such a 
hypothesis, i t  would be necessary to 
investigate a sample of individuals liv- 
ing in different residential neighbor- 
hoods. For every individual, scores 
could be assigned for each of the 10 
dimensions ; and those scores co-ujd sub- 

sequently be used as independent vari- 
ables to predict psychologicaX well-being, 

Method 

As a first step in testing this hypothe- 
sis, the dimensions have been used to 
investigate the effects of the reside~ltial 
e r ~ i r o n r n e l ~ t  on the psychological well- 
being of a group ( ~ ~ ' 3 1 )  of f o m e r  
mental patients discliarged from hos- 
pitals. From the medical. records and 
from questionnaires, i t  was possible to 
construct three surrogate measures of 
well-being for the former patients : 

4 .  Recid iv ism/nonrecid iz~is~~z~ - Their 
ability to stay out of the hospital for 
a period of 12 months, 

2. Good ctdjusCmcnt/poor ncljuslinent, 
-From a folloev-up questionnaire 
co~npleted 3 nlontlts after  release, a 

Table 2.---The dimensions of residential neighborhoods 

Dimension n a n ~ e s  Items 

....................... Com?~zerciaL/lndustr~al Percentage of nonresidentjal structures 
Percentage of cornmercial/industrial land use 
Percentage of transportational land use 

Recreatio~zal .................................... Percentage 01 dcsig~lated recreation 
Distance to nearest recreational fatili ty 
Percentage of open space 

Close to zuatcr ...................................... Distance lo nearest water 
Percentage of cell covered by water 

Arboreal ..................................... Milliness-number of contours 
Percentage tree cover (individual trees) 
Percentage tree cover (in stands) 

Low housing density .......................... Distance between houses (side) 
Percentage of residential structures 
Space per house 
Percentage agricultural and vacant land 
Space per person 
Distance between houses (back) 
Distance between houses (front) 

Black overcrowded .............................. Percentage of Flaclr individuals 
Percentage of overcrouded units 
Percentage of female heads of household 

Expensive  real estate ......................... Average unit value 
Average number of rooms per house 
Diversity of unit and street layout 

Transience ........................................ o n  of through vehicular traffic 
Percentage of houses with boarders 

L o w  unit density.. ............................. Percentage of individuals over G5 years old 
Persons per unit 
Percentage of one-person units 

Sin.gte-fumily z c n i f o m  housing ......... Variety of residential building sizes 
Percentaze of houses owned 
Variety df residential unit types 
Percentage of individuals 
Percentage of predominant land use 
Number of different land uses 



cczrnq~osite measure of adjustment 
was constructed from items deswib- 
ixitg the intcrljersonal, social and yet- 

reational, family, employnneat, a n d  
cc,e;lamuxiil~- :adjus"iment of the former 
pxtietlis.. T l ~ c  nitem score on this 
mea\rar.e was used as  a cut-off point* 

3. Lorv slt~~ss,!hig&r a t ~ ~ s s .  - Again 
from the follow-alp questioj naire, 

ahis item was measured f~,)yli the in- 
cidencp and serioaasness oL st~essfvr'l 
events encouaitercd by the patients 
in the Birst 3 months after  release. 
Xxr a separate study a s c o ~ i n g  mech- 
anisax was devised to assign weights 
to reflcct t h ~  stressful nature of the 
differexrt events. Again the mean 
score for Ihc whole sample was used 
as a cut-off point. The construction 
of the scales & Q ~ S  discus~ed ~ I I  detail 
in Smith (19Y4)e 

pl'o~ eiacl? patient a praofile describing 
liis or  her residential neighborhood was 
dcv~loped by assigning a score on each 
of the 40 residential dimelisions de- 
scribed earlier, The profile was used 
in a discrixninant analysis model to pre- 
dict r e c i d i v i s ~ ~ ~ ,  adjustment, and stress 
in the former patients, 

Prediction of Recidivisrn/Monrscidivism 
Scores on 3 of the 10 dimensions, 

CommerciaP/Industrial, Low Unit Den- 
sity, and Transience - predicted out- 
come correctly for 46 (65 percent) of 
the '31 patients in the sample (table 3 ) ,  

Altl~ough the l~redictioxl of return to 
the hospital is not renmarkable, the re- 
sults indicated that  the type of neigh- 
borhood ljredicts correctly in nean-ly 
two out of every three cases which 
patients will return to the Iiospltal, This 
is an interesting and e~~corxraging find- 
ing. especially when eon~psarecl to the 
actual y a k  of recidivism in the sample, 
which was over 50 percent, The impli- 
catiorr, which is made extremely eau- 
tiously and perhaps even a little flip- 
pantly a t  tlitis stage, is that  a geog- 
rapller., with information only on where 
in the cornniunity the patients live, can 
predict outcome significantly more ac- 
curately than the hospital staff. 

Tlis patient's neigliborhood predicts 
slaying out of the hospital more accu- 
rately than returning (25:10 as  op- 
posed to 21 :lC5), Oxie can sllggest cau- 
tiously from tliis finding that  some 
patients a re  itblet to conipensate for, or 
to  ignore, the tiegative and stressful 
effecis of livirlg in an  unpleasant neigh- 
borliood - for example one with l ~ i g h  
scores on "Lie Comrnercial/Ir?dustn~ial di- 
nitension or the Transience dimension. 
011 tIie other hand, tlie positive benefits 
of living in a nlore pleasant setting ap- 
pear to be suk)stantial. The implication 
that  the pleasant is therape~xtic but that  
tlic unpleasant can be inhibited or  shut- 
cut is irresistible. 

I t  is important to make some state- 
ment concerning the Low Uxilt Density 

Table 3.---Residenfiaf dimensions seleded +o discriminate return/wonre+u~n #o 
hospital 

Percent correct 
prediction f statistic Significance 

Commercial/Industrial 63.5 0.21 3.17 0.05 
Low unit dc~lsity 64.8 -46 3.97 .02 
Transience 64.8 .63 3.411 .OX 

CLASSIFICATION O F  RETURN/NONRETVRN 
No t.c.turn Return Totul 

Correct group 25 21 46 
lncorrcct group 10 P 5 25 
Total 3 5 3 6 7 1 

Coxrert classification 46/71 =65% p>95% 
- -- - -- - - - - - -  - 

iMahalorlobis distance ft~nction-a measure of the  amount of cliscri~ninatior~ 
between the two qroups (sre Snlitli 1 ~ 7 4 ) .  



dimension, which describes neighbou- 
hoods with a high proportion1 of old 
people and people wiiao lixre alone. The 
discriminant model indicated, sonlewhat 
surprisingly, that the patients who lived 
in neighborhoctds with I~igh scores on 
this dimension are  more likely to stay 
out of "cie hospital t l ~ a n  patients who 
lived in other neighborhoods. A tenta- 
tive conclusion fiom this fincling is that  
loneliness and a lack of social contact 
asAe not related to  recidivism and non- 
recidivisnl in former mental patients. 
I t  is possible that neighborhoocls of this 
type are  very familiar to axental pa- 
tients, arld that they provide a low-key 
setting in whicli the community malres 
few normative demands. 

Prediction of Good Adjustment/Poor 
Adjustment 

Two dinlensions - Low Housing 
Density and Recreational - were se- 
lected as discriminators of adjustment 
(table 4 ) ,  but the discrimination was 
not significant a t  the 95 percent level. 
It is interesting to note, however, that  
neither of these dimensions was in- 
cluded as a predictor of recidivism, 
which indicates that  adjustment and 
recidivism are fairly independent of 
one another. This finding seems, a t  
first, a little surprising because one 
would expect patients who adjust poorly 
to return to the hospital, and vice versa. 
On the other hand, i t  may be that  reci- 

divism rates do not reflect ac"ca1 ad- 
justment in the commrxrrity. Patients 
living with their families, for example, 
may live a very sheltered life. They 
ma) n o t b e  required to a d j u s t t o  conl- 
n~uni ty  life in tlie hroaclest sense, but 
they clo not return to the hospital be- 
cause their family provides %Ixe neces- 
sary support. 

The Low Housing Density and Rec- 
re;~tional dimensions predict good ad- 
justment nluch more accurately than 
poor adjustn~ent (20 :7 as opposed to 
22 :22). This too would indicate that 
the characteristics of some neighbor- 
hoods offer a s~~bs tan t i a l  positive benefit. 
In this case, the results suggest that 
sp;acious n~eighborhoods rraay u f f ~ r  more 
room for people to move aroutid in, more 
priv;ic.y, more opportunities for recyea- 
tion, and so on. 

Predicltion of Low Stress/Hlgh Stress 
The prediction of scores on the Stress 

index was the highest of tlie three well- 
being n~easures, with four dimellsiorls 
selected as significant predictors (table 
5). Arboreal, Con~n~ercial/Iriadustrial, 
Low eTriit Density, arid Transience, to- 
gether predicted $he stress scores ae- 
cr~rately for 49 of the '31 patients (69 
percent). T l~ree  of these dimensions 
are the same as those selected to predict 
recjdivism, which ixldicates that  stress 
and return to the l~ospital might be 
closely related (and conversely, low 

Table 4.---Residenfial dimensions selected Co diseriminaSe good adjustmen+/ 
POPIP adjusfmen+* 

Dimension Pcrcent correct 
nrediction f statistic Significance 

Lour housing density 53.5 0.23 3.59 0.06 
Recreational 59.2 .41 3.08 -05 

CLASSIFICATION O F  GOOD ADJUSTMEWT/POOR ADJUSTMENT 
Good ud j7~s t~nen t  Pour acZjust?nenl Total 

Correct group 20 22 42 
Incorrect group r? 22 29 

Total 27 44 71 
Correct classification 42/71 = 59.255, p<95Y0 

"The mean score was used a s  a cut-off point; patients rvith scores below the 
rnean=good adjusters and vice versa. 
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Table 5,---RssidsnfiaQ dimensions seQectad +o discrimina+e law stress/high 
s+ress 

Dimension dz f statistic Significance prediction 
- -- -- - -- 

AT-boreal 59.2 0.2% 3.04 0.08 
Com1xercialfindtrstri31 60.6 -48 3.50 -03 
Low unit density 64.8 .68 3.25 .02 
Transience 69.0 .86 3.02 -02 

C1,ASSIFIGATXON O F  LOW STRESS/EYGEI STRESS 
Lou9 stress H i g h  stress Total 

Cozrect group 20 29 49 
Inco~rec t  group 9 1 3 22 

Total 29 42 7 1 
C o ~ r e c t  classification = 49/71 = 69% pP>95% 

stress is related to nonreturn to the hos- 
pital). I t  is reasonable to assume that 
the people who encounter a large num- 
ber of stressful events and are  unable 
to cope with these everats, will be the 
ones most likely to return to the 1106;- 

pital, The inclusio~a of the Arboreal 
dimension in the cverall prediction sug- 
gests "cat there are  some positive bene- 
fits accruing to patients who live in hilly 
neighborhoods with tree-lined streets. 
Again, only a positive influence of tlie 
Arboreal dimension was detected. 

For all three well-being measures, the 
resealis indicated that neighborhood 
characteristics predict outcome signifi- 
cantly in a sample of former mental 
patients. Some tentative explanations 
were provided, but one should proceed 
with great caution in suggesting cause 
and effect relationships. In another 
st~bdy the autlior has sllovvn tliat the 
predictions made by the residential di- 
mensions were almost as accurate as 
those made from a series of social and 
psychological ~rariables collected iaa the 
follow-up questionnaire. I n  this ex- 
ploratory study we coalcluded that  the 
hypotfiesis relating the visual and func- 
tional character of residential meighbor- 
hoods to the satisfaction of human needs 
and psychological well-being, has been 
partially supported. 

In  ongoing work 1 am attenipting to 
provide further support for the hypo- 
thesis by testing i t  in a normal popula- 
tion group. 

SUMMARY ARB COMCLUSlOMS 
The eharacteris"ccs of an individual's 

residential neighborliood could conkri- 
baate positively or negatively to  his or her 
psychological well-being. An investiga- 
tion of the advertising used to sell 
houses and apartments indicated that  
neigl~borhood is bougl~t and sold a t  least 
partly on the basis of its ability to en- 
hance the quality of life of the potential 
resident. To test the hypothesis, an 
en1pia.ical investigation was co~~ducted,  
~ssing a sample of residential neighbor- 
hoods in southeasterna Michigan, Data 
describing the visual arid functional 
chargcteristics of the neighborhoods 
were collapsed into 10 utlderlying di- 
mensions, using a variety of multidi- 
mensional scaling tecl~niques. With the 
scores on the 10 residential dimensions 
as independent variables, psychological 
well-being was predicted for a group 
of mental patients recelatly released 
from a large state hospital. The re- 
sults sliowed that  several of the residen- 
tial dimelisions could predict signifi- 
cantly the patients' scores on three 
measures of psychological tvell-being : 
recidivism, adjustment, and stress level, 

Altllough the results should be inter- 
preted with great caution, they a t  least 
indicate that  certain neighborhood char- 
acteristics may offer a setting that  is 
pleasing, relatively stress-free, and con- 
ducive to re cup era ti ox^ in former mental 
patients. The results suggested that  
positive and pleasant characteristics 



provide a tllerapeutic enrrironnzent, but 
in most cases unsigl-ttly and negative 
eharaclea*istics were sllow~r to have only 
a weali infl~aenee. At this stage i t  is not 
clear to what extent these findings are  
applicable to a riormal popu1a"con group, 
but researcli in this area is being con- 
ducted. One should beware of p~ttilltg 
too much emphasis on the findings, 
bearing in mind the particularly power- 
ful argurr7ents against bnal.iing ecological 
inferences of this type. The results 
snggest c e ~ t a i x ~  trends in the data, but 
i t  nlay be unwise to go beyond the most 
exploratory statements. 

On the other hand, this study is an 
encouraging start,  and has n~oved in an 
intuitively satisfying direction. The 
results and the naethodology described 
p o i n t t o  both the feasibility and Wle 
desirabilily of attempting to measure 
some of "Lhe Liuanane dimensions in "ce 
physical world. It is to be fiopcd that  
in fu r t l~e r  studies researchers will be 
able to characterize more clearly those 
elements of the built environment that  
are  related to the enhancement of psy- 
cl-tological well-being and the quality of 
human life. 
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Environmental Perceptions of 
Residents of a Multifunctional Building 

by MICHAEL L. BERGER, assistalzt professor, Fordham U~ziversity, 
New York, AT. Y. 

ABSTRACT.-A multifunctional builcling in which residents could 
live, work, and entertain themselves without contact with the sur- 
rounding external urban environment is the subject of this study. 
To what extent do inhabitants of this structure perceive their 
thermal and acoustical environments within the building to be 
different from or similar to that outside? To what degree are 
discrete climatic and sound zones perceived within the structure 
itself? What factors account for such perceptions? Answers to 
these questions were provided by an analysis of the responses by 
246 residents of the John Hancock Center in Chicago to a mail 
westionnaire. 

THE CONCEPT of a single physical 
structure serving a multitude of 

functions is not particularly ~lew,  Build- 
ings have long exisled that  housed a 
combination of services. Any large city, 
for  example, contains office buildings 
with stores on the street floor, residen- 
tial structures built over shops, arid ho- 
"Lels with both oEces and stores. 

These ~nultipurpose buildings owe 
their existence, mostly to economic con- 
siderations* They have been developed 
in slrch a manner because i t  was poliki- 
eally and financiallg~ advaxltageous to do 
so, Usually, little attention was given to  
the physical needs or wants of the 
people who were to inhabit them. 

Recently, however, we have begun to 
see the erection of buildings that  are  de- 
signed to take care of the residents' 
social as  well as  economic needs. These 
structures a re  intended to be self-con- 
tained in the sense that  they provide all 
the services and facilities necessary to 
sustain life. One could live, worli, and 
be entertained within a single building. 
Such structures have recently been con- 
structed in Chicago, Minneapolis/$t. 
Paul, and New Yorlr City. 

A good example of a multipurpose 
building with potential for  self-contain- 
merit is the John Hancock Center in 
Chicago. Erected in f 969, this 100-story 
structure contains 29 Aoors of oftice 

space, 38 Aoors of apartmen"condomin- 
iums, and 11 floors of restaurants, 
lounges, and other residential and rec- 
reational services. In theory, it would be 
possible for residents of t l ~ i s  condon~in- 
ium to lead relatively modern lives 
within the Center without ever coming 
into contact with outside people or the 
natural and physjcal environnlenl, of 
GIiicapo. 

With this in mind, a sfxudy was under- 
talien in Xay 1975 to detern~ine:  (1) 
the degree to which the inliabitants of 
175 East  Delaware Place Co~ldon~inium 
(the residential portion of the John 
EIancock Center) actually treated the 
Center as a self-contained building; and 
(2) how their residence in i t  influenced 
their perceptions of the environment 
both within and outside the John Ran- 
cocIi Center. 

PROCEDURES 

The instrument used in the study was 
a questionnaire mailed to a yandom sam- 
ple of the apartments within the con- 
don~inium. Ten suites on each of tlie 48 
residential floors were surveyed. Of the 
480 questionnaires distributed, 246 were 
returned in time to be analyzed for this 
study. This represents approximately 
one-third of the occupants of the con- 
dominiuni in the spring of 1975. 



The questionnaire contained PO ques- 
tions. The respondent was aslrecl to 
circle one of four choices given as pos- 
sible answers. Judging from the rela- 
tively high rate of response for such a 
mail survey, the total lack of critical 
comments, and the rarity of ~snanswered 
yraestions, i t  can be inferred that  both 
the qtaestiozts and the answer choices 
were clear and readily understandable. 

The first four questions were designed 
to obtain background informatioil pel.- 
tinent to the projected statistical analy- 
ses. They determined in w h a f l o o r  
grouping the resident lived, the direc- 
tional exposure of the apartment, how 
frequently the subject left the building, 
and his 01" her occup a t '  ion. 

The other six questions soughkto as- 
certain the degree to which residents 
perceived diff erences in the clixnatic and 
acoustical environments present within 
and outside the Jolt~l  Hancock Center. 
Residents were asked how often tliey 
notived differences between the o~itside 
climate and tliat within the Center, axid 
between one area of the building 2nd 
another. Similar questions were asked 
regarding the acoustical environment. 
An attemptwas also made to determine 
whether residents tried to alter the ther- 
mal erlvironlnent within their apart- 
metmts. 

The resulting data were subjected to 
three types of statistical analyses : (I) 
arrangement according to response per- 
centages ; (29 cross-taloulatiio~s to ok)- 
serve the nature of the distribution, 
chi-square technique being applied 
where a p ~ ~ r o l ~ r i a t e  ; and ( 3 )  Peamm 
correlation coefficients to ascertain the 
degree of relationship between paired 
variables. 

FlNDlNGS 
The arrangement of the data accord- 

ing "cct response percentages yielded the 
following pertinent results. 

1. Ninety-three percent of the resi- 
dents responding indicated that they left 
the building a t  least once a day; 4 per- 

cent went outside every other day; and 
I percent left only every third day. 

2. Eighty-nina percentof "close reply- 
ing always or* sometinles observed a dif- 
ference between the climate outside and 
that  within tire Center. Ten percent 
rarely or never did. 

3. Seventy-one percent of the resi- 
dents responding observed acoustical 
differences between "Lie area within the 
Center and that outside, Twemlty-nine 
percent rarely o r  never ~ioted sucl~ 
differences. 

4. Sixty-three percent of those re- 
sponding indicated tliat they rarely or 
never sensed differences in the Center's 
internal climate from one area to an- 
other. '%'hi14 y-seven percent sensed 
climatic differences sometimes or always, 

5. Sixty-eight percent of the residents 
replying rarely or never noted acoustical 
di0'erences from one area of the Center 
to anether. Thirty-two percent some- 
times or always did. 

The data responsible for these per- 
centages were subjected io further sta- 
tistical an;~lyses to ascertain possible 
explanations for the perceptions re- 
vealed. These aalalyses yielded the fol- 
lowing results : 

6. A relationship of 17.94 with 9 de- 
grees of freedom existed between the 
number of times a respondent left the 
Center per day and the degree of his or  
11 er perception of diff erexices betweeam 
the oulside t h e ~ n ~ a l  environment and 
that within the Center. 

7. A correlatiosl of 0.21 existed be- 
tween residents who perceived differ- 
ences between the climate within and 
outside the Center and those who were 
sensitive to climatic zones within the 
structure. 

8,  A correlatio~i of 0.31 existed be- 
tween residents who perceived differ- 
erices between the climate within and 
outside "ee Center and those who per- 
ceived acoustical differences in the same 
areas. 

9. A correlation of 0.47 existed be- 
tween residents who perceived different 



climatic zones within the- Center and 
"chose who sensed dillf"ere1at re cons tical 
areas within the bulldir~g. 

10. A correlation of 0.42 existed be- 
tween I-esidents who perceivecl difler- 
ences between the t~coustical environ- 
merats within and outside the Center and 
those who se~ised similar diffe~ences for 
acousticat zones within the strrrcturc, 
11. A correlufimr of 0 3  ex~sted be- 

tween residerats who perceived diffevent 
cl4rks;~Cic zotaes wit l~in the Cexter axld 
t'rlose who sensed diEerel~rcs 411 tile 
acorxsiical enia7ironmerrt wi-l-hill ;lnd out - 
sick the  $,cr-t.iers, 

CONCkUSlONS 
Several concl~rsions seem wnr~nn led  

by the l i~ idi~lgs  cited above. 
1, 'Phose r e s i d e ~ ~ t s  respouding did not 

clloose to t re ;~t  the Jolm Eancock Ccntcs. 
as  a self -corrtained k~erildil~g. Tltis can be 
seen in the overwhelming ~iunlber (93 
percettt) of people w l ~ o  feel the need to 
leave the structrare a t  least once each 
day. 

111 ;%&$ition, the occupational kreali- 
down of those responding indicated jobs 
that  co~ald be performed within the 
Center. Eighty-onac perrent of those: re- 
plying classified themselves as  business 
persons or professionals, wllile 14 per- 
cent said that they were housewives. 
Thus self-eon tainrncnt was a prael ical 
possibiliby for 96 percent of the 
respondents. 

The most obvious explana"ton why 
these residents refused to remair~ in tile 
Center for long periods of time is its 
placement in downtom~n Chicago. Be- 
cause of the economic and social diver- 
sity available on the outside, the city 
acts lilre a magnet drawing the Center's 
inbabitallts outward. I t  is interestirtg to 
speculate on wl~ether the residents 
would belaave differently if the Center 

located in a medium-size city o r  
small town. 
2. Those residents responding wew 

acutely aware of differences between the 
climate within and outside the Center. 

Eighty-nine percent of those replying 
al.tv;iys or sometimes observed such dif- 
ferences. Tliis result is obviously not 
suq)r is ing 

Ho~vever, the fact that  t 0 percent of 
the respondents rarely or  never noted 
siscYr differellces is important. The 
titer-nral en\-ironmnent of "Le Center is 
)in ax-tificial one. One would expect 
xiearly tott-tl ag ree i~en t  t h a t s u c h  cli- 
nzatic ctifferenccs always existeeti. The 
fact flmt this is not thhc case is a11 the 
X ~ O Y C  ~.e~x:trkahIe in :t city like Chicago, 
which h;ls a wide range in ieniqjerattares 
"c~rou$rl-tout the year. However, "Lie tim- 
in:: of the survey may have adversely 
aik'ected the ~aesults. May is a r~elative'ly 
tempel atc lnoxth, requiring Irttle jf any 
rnodif c;~tion f l?eat/>ijr-cos-tditioning) of 
the Cexter's internal climate. 

Neve~*"Llreless, there. does seer11 to he 
some indication? here that  for tr signi- 
ficant r-ninority of Ce~lter  residerits the 
art,iiicinl ea~virorir~ient, or the nat~rral  
one, is not per.cei\-ect to the degree that  
mould be expected. This is an  area in 
which f u r t l ~ e r  r-esearch is alecessziry. 

3. A large niajority of the respon- 
derits perceived acoustical diRerences 
betweet1 "cie e~~r i ro~ln~eal- i  avithl'n and 
outside tile Center, Proxnotior~al litera- 
ture for tl-te condo~viinium apartments 
stress that  even the lowest ones, those on 
the 45th floor, are above street noises. 
Thus, it is not surprising that  71 per- 
cent of those 12eplying perceived such 
distinct souncl environments. 

Yet, the fact that  29 percent of the 
subjects rarely or never noted sue11 dif- 
ferences is remarkable. I t  is bard to 
explain how nearly one-third of the 
po yulation would fail to note differences 
in the sound-intensity level when leaving 
or entering the Center, especially with 
its artificially-created acoustical en- 
vironment. One possible explanation for 
the disparity between this figure and 
tltat concerned with clin~atic perception 
is that  the respondents' sensitivity to 
acoustical differences is less well de- 
velol-ted than their thermosensitivity. 



This does little, however, to explairl the 
inability of significant rluxllbers of resi- 
dents to perceive i.ilvironrnental changes. 

4. A majority of the respondents did 
xrot rtote significant differences in the 
Center's intern;tl e~~vironrnent fro111 one 
area to another. This was true f o ~  both 
climatic and acousiic;~l pelxel?"cons, 
Sixty-three percent and 68 percent re- 
spectively of those responding indicated 
"cat they rarely or  never sensed s~ach 
zones. 

This conclusion is in te~est ing in that  
it is difieult to believe that  identival 
thermal and sound envil.onrnents exist 
in every apartment, in each of the halls 
leading to then], in tlie lobby areas, in 
"the superaiz:trket, etc. While i t  is pos- 
sible that  the climate and acous"ccs 
within the Center are  7-c.tttticc.E'y uni- 
form, this seems an insufficient explana- 
tion for the proportionally low level of 
perception. 

lt seems more likely that  the concepts 
of climatic ancl thermal zones witkiln a 
buildi~lg niay be sncli new ones that 
many of the respondenis were not con- 
scious of them or cortld riot recognize 
then1 for what they were. In this sense, 
their thermosensitivity was in need of 
I~eighienlng. 

6.  A significan"celermixlant of the 
degree of environmental perception for 
residents of the John Hancock Center 
was the frequency of t15ips they toolr out- 
side the building. The more often a 
resident left the building, the more 
liltely he or she was to perceive climatic 
cliff erences between the environments 
within and outside the 1)uilding. 

I t  would appear that  one's thermo- 
sensitivity was heightened or lowered 
depending on how often one left tlxe 
building. If this is generally true, one 
might postulate that  a nzore self-con- 
tained structure would lead to a diminu- 
tion of thermosensitivity on the part  of 
the residents. This is a point that  de- 
serves further investigation. 

8. Those respondents who perceived 
diff erences between the environment 

within "Le Center ancl that  outside also 
tended to be the ones who noted differ- 
ent envjrorimental zones within the 
b~tilding, This was true for boil]. thermal 
and acoustical observatioris. A correla- 
tion of 0.21 existed for the former and 
0.42 f o ~  the latter. 

These results ~ndjcate "Lat residents 
sensitive to cljnlatic or acoustical dif- 
ferences maintitin this perception re- 
g!'al.dless of the environment in which 
they find themselves. In other words, 
the artificial environment within the 
Center brought out responses similar to 
those engendered by tlie natural and 
man-made ealvironmentoof Chicago, or 
vice versa. 

Furthermore, i t  seems that  residents 
of the Center are  twice as  lilcely "l- have 
such sim~l;ir perceptions in the acousti- 
cal realm as in the thermal one. Why 
this disparity should exist is not im- 
niediately apparent. Possibly the sound- 
proofing of the Centel. is more effective 
than the thernial controls. This, in turn,  
rnay tend to 111ak-c the residents more 
aware of acoustical clzaaiges. However, 
sue11 a conclusion must wmain tentative, 
pending further descriptive and statis- 
tical research. 

7. The respondents wlxo perceived 
thcrn~al  differences were more likely to 
sense acoustical differences as well, and 
vice versa. Thus there existed a eor- 
yelatioxl of 0.31 between residents who 
notecl climatic nnd sound differences be- 
tween the outsicle environrnexlt and that  
within the Center. Similarly, a cor- 
relation of 0.47 was found between 
subjects sensing discrete thermal nnd 
acoustical zones within the structure. 

Thus i t  seems "cat "i~er~ilosensitivi* 
and audiosensitivity tend "c develop to- 
gether when present to a significant 

0 ree. deg 
Why there should be a higher correla- 

tion concerning the internal environ- 
mentiis diEcult to explain. I t  may be 
that  such observations require a greater 
degree of perceptiveness than sensing 
indocr:outdoor differences, and that  



when it is present jt is move likely to 
manifest itself in all sensory areas. 

This study was primarily exploratorji 
in nature. JIost of the  conclusions a re  
tentative, and they point up the  need for  
f u r t l ~ e r  researcl~ in this  field. In addi- 
tion, the results reported were based on 
a general analysis of the data generated, 
rzzthel- than a cell-by-cell explor.ntion. I t  
is possible tha t  the latter will provide 
additional illsight into the  reasons for  
tile apparent  inconsistencies noted in 

the conclusions above. In  any case, this  
is all area of investigation tha t  deserves 
greater  attention, particularly in light 
of the  increasing number of multi- 
functional buildings being constructed 
in the  United States. 
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Relocation within the Urban Environment 

by DAVID R. DiMARTINO, assistant professor of geography, The 
Ohio State University, Murion. 

ABSTRACT.-Analysis of motives indicates that minimal con- 
sideration is given to the physical environment when ~lrban house- 
holds select from among alternative residential locations. There is 
a greater awareness of, and response to the economic and social 
conditions of the residential environment among movers. When 
the motivations of highly-educated white-collar professionals are 
correlated with their household characteristics and residency ex- 
perience, few variables discriminate at all between those who view 
the physical environment as an important motive for relocation, 
and those who do not. The physical environnlent is cited n1ore 
frequently (and considered more important) during the relocation 
process by owners of residences, rather than renters. 

I NTRA-URBAN RESIDENTIAL MO- 
BILITY, the  relocation of residents 

within their urban environment, is a 
behavioral process. Movers undertake a 
relocation basecl upon the  perceived 
needs of their households; relocations 
a re  made in order to achieve some goal, 
t o  acquire some amenity at the new 
residence, o r  t o  avoid disamenity a t  the  
former residence. 

The  mobility process operates through 
the  appraisal of alternative residential 
locations by the  n ~ o v e r ;  a s  such, the 
mobility process is a n  adaptive mechan- 
ism within the urban environment. The 
motivations for  relocating, a s  expressed 
by the movers themselves, a r e  the  best 
indication of both the  causes of mobility 
and the  residents' perceptions of the  ur- 
ban environment. 

The  mobility motives of housellolds 
questioned in this study yields a percep- 
tion of the  city a s  a nonphysical, socio- 
economic environment. The physical 
environment of the city is cited f a r  less 
frequently as a motive for  relocating, 
than a r e  other social and economic con- 
siderations. And such physical environ- 
mental motives a r e  usually couched in 
avoidance te rms;  t ha t  is, llouseholds 
which cite a physical environmental 
motive fo r  relocating tend to seek a n  
escape from the  urban environment. 

Thus, not only a re  ;xlternatitie physical 
cnvironmeilts in the city not sought, 
they a re  not perceived to exis.t. 

RESEARCH DESlGM 
Previous studies of reside~ttial niok)il- 

i ty suggest tha t  the  ra te  of mobility is 
greater  among families whose heads-of- 
household a re  highly educated and em- 
ployed witliirl white-collar professions 
(Rossi 1955, Simmons 1,968). T l ~ e  fac- 
ulty members at the  Sta te  University of 
New York at Binghalnton were selected 
for  examination a s  a significantly mobile 
and relatively infon-med study group. 

Faculty to be investigated were se- 
lected via a random-stratified sanipling 
procedure. The faculty n ~ e m b e ~ s '  names 
were grouped by university ranlr, and a 
random sample of faculty names was 
selected from within each rank (using 
a random-number generating con~puter  
program).  The  random-stratified sanl- 
pling insures the selection of a study 
group with varying incomes, ages, and 
household characteristics. 

A personal ititerview was conducted 
with each of tlie faculty members 
saiiipled. Twelve percent of the faculty 
were interviewed; those interviewed 
were involved in a "cot1 of 100 residen- 
tial relocatio~is within the  Triple Cities 
a rea  ( the  Ringhamton/Johnson City/ 



Endicott area).  The data base of tlie 
study thus consisted of 100 separate 
moves. 

The interviews solicited infornlatioxi 
concerning both 8lie respondents9 house- 
hold characteristics and n~obility mo- 
tives for each of their moves within the 
Triple Cities area. The respondents 
were asked to explain their motives for 

a ion selecting a new residential loc t' 
(rather than f o ~  vacating their previous 
residence). 

Having completely stated their mobil- 
ity motives, the respondents were asked 
to rank their niotives according to their 
order of importance; they were ranlied 
as the primary, secondary, and tertiary 
rnotives for  their nioves. Frequency 
tables of the respondents' pr in~ary,  
secondary, tertiary, and total niotives 
were constructed; the tables arrayed 
both the individual n~otives and groups 
of related motives. 

-The  nobility motives were then scaled 
(individually and by groups) along a 
contiinuum of what might be described 
as more- to less-functional motivations 
 ateria rial is tic to esthetic), The motiva- 
tions thus scaled were compared to the 
variations in the background variables 
such as age of head-of-household, size of 
household, etc. The comparison was 
made by using a simple nonparametric 
ccrrelation technique - Cross-Tabula- 
tion (the BMD88D program of the 
IJCEA Biomedical Programs series). 

CHARACTERISTlCS OF THE SAMPLE 
AND THElR RELOCATIOMS 

The study group consisted of a rela- 
tively nzobile set of households. As 
lligl~ty-educated white-collar profes- 
sionals they exhibited a relatively high 
mobility. And as relatively young mar- 
ried liouseholds of slliall size they also 
exhibited a mobility potential greater 
than the average, because they were in 
relatively early stages of their life-cycles 
fRoss i  1955). 

In addition, the sample households 
were relatively recent arrivals to the 

Triple Cities. Although their previo~as 
rental and ownership experience was 
considerable, their experience within the 
T ~ i p l e  Cities area was Par less substan- 
tial. Their knowledge of the Triple 
Cities' residential environment, there- 
fore, may have been incomplete; and 
tliis fact may have contributed io  addi- 
tional relocations within the area, 

Indicative of their relatively recent 
arrival to the Triple Cities area, twice as  
many of tlie houseliolds utilized non- 
personal information sources for relo- 
cating (suc11 as newspapers and real- 
tors) as  did personal information 
sources (sue11 as  friends and colleagues). 
IKarrieds were particulan-ly more de- 
pendent upon nonpersonal information 
sources than were singles; although tlie 
dependence upon noxlpersonal sources 
decreased with tlie age of the head-of- 
Ilousehold. 

The respondents' dependence up011 
nonpersonal information sources was 
f a r  greater than that  characteristic of 
the more general mover population 
(Rossi 1955). Thus, many of the mover 
households undertook relocations based 
upon information obtained Prom others; 
they made residential decisions based 
upon a eonibination of both their own 
and others' perceptions of "ce urban 
enrironment. 

The information search which pre- 
ceeds a mobility decision necessitates a 
time lag for niost moves; there is time 
devoted to contemplating a move and 
time spent in searching for a new resi- 
dence. Both the contemplation time and 
search time of tlie respondents in this 
study varied from no lag time (for 
spoiitaneous n~oves) to a period of 6 
months. These lag times a r e  typical of 
the general mover population fRoss i  
1955). 

The respondents were atypical of the 
general mover population in that  their 
contenlplatlon and search time inc?*ecxsed 
with the number of relocations made. 
Contemplation and searcll time usually 
decrease with additional relocations, be- 



cause of the improved knowledge a 
household commands of a particular 
earban environment with additional 
mobility experience. 

A possible explanation for the rever- 
sal of this relatioliship is that  a nermber 
of respondents were changing tlieir 
housing tenure status (renters becoming 
purchasers) ; the tenure change woerld 
require a different set of infomation 
for  decision-making, and there would be 
a greater time period needed to acquire 
that  new information. 

MOBIILIITY MOTIVES 
The motives which prompt a house- 

hold to relocate within a particular 
urban environment yield an  understand- 
ing of the causes of residential mobility ; 
they also render a portrayal of the 
movers9 perceptions of the urban resi- 
dential environment. Exaniination of 
the mobility motives cited by the respon- 
dents of this study suggests a lesser 
concern with and/or perception of "Le 
physical environment, and a greater 
concern with the socioeconomic enviroxl- 
merlt of the city. 

Considerable variation existed in the 
individual anotives cited by respondents 
as  their reason for selectilig a new resi- 
dence. Several n~otives, however, were 
cited quite frequently. The five most 
frequently cited motives encompassed 
two-thirds of the total reasons and 
three-quarters of tile primary reasons 
for relocating (table 1). 

The single most frequently cited mo- 
tive was the availability of housing; 
that  motive was cited n ~ o s t  frequently: 
as  both a primary and overall reason 
for selecting a new residential 'locatioxl 
(table I) .  Cost was also frequently ex- 
pressed as a motive for site selection. 
And, w11era grouped together as a cate- 
gory of mobility motives (table 2 ) ,  the 
co~~ibination of availability and cost 
(labeled ""constraints") accounted lor  
the largest single group of both primary 
and total mobility motives. 

While frecluently cited as  n~obility 
motives, housing availability and cost 
a re  actually constraints exerted upon a 
Iiousehcld's mobility potential, rather 
than active causal agents of mobilityy. A 
housel~old, for example, feels compelled 
to rent or pu~chase  a residence a t  a cost 
in line with its budgetary limits; i t  n ~ a y ,  
however, select among a range of hous- 
ing alternatives a t  costs equal to or less 
than those limits. The cost of housing 
thus serves as  a limitation upon the 
range of alternatives, rather than an 
actual motive for relocating. 

The frequency with whicli availability 
and cost a r e  cited as  reasons for relocat- 
ing says much about t l ie  respondents' 
perceptior~s of the urban environment. 
Their frequency of citation demon- 
strates the respondents' perception of an  
extremely constricted housing market 
- a scarcity of housing. That  per- 
ceived scarcity is relative, however ; the 
scarcity includes housing with charac- 

Table I .-lndividcral mobility motives rnos-! drequen+ly cited [Expressed 
as a percenfage of total mo+ives] 

Motive rankings 
&Iotives -- 

Primary Secondary Tertiary Total 

Availability 24 (1)"  11 (3) 16 (2) 17 (1) 
Cost 15 (3) 12  (2) 6 (4) 11 (4) 
Age (newness) - - 6 (?) - 
Interior space 19 (2) 15 (1) 13 (3) I6  (2) 
School district 8 (5) 10 (4) 
Nearness to  work 

7 (5) 
9 (4) 12 (2) 20 (1)  13 (3) 

Summed r~ercentages 60 61 64 

*Order of frequency of motivcs within each ranlring. 



Table 2,-Categories of mo&silify motives ciPed [Expressed as e 
percentage of +ofel mofivss"j 

Motive rankings 
Motive categories - - 

-- 

Prir~lary Secorltxary Tcvtinry Total 

ConsP-ra~~rLs 40 (1) 2 %  62) 23 (3) 29 (I) 
Structtrral t ra i ts  25' (2) 2 t 4 12) 2'; (2)  
Nelgltborhood trai ts  12 (3) 1 ) (1) : 2 ( 4 )  1 4 ( 4 )  
1,ocational trants 9 0  (up) 2 , )  29(L)  1 8 ( 3 )  
Physical e n v ~ r o n ~ n e ~ i t a l  

t ra i ts  1 1 2 ( 4 )  1 2 ( 5 )  

"Order of frequency of niotives wit .hi11 each ranking. 

teristics deemed necessary by the re- 
spondents, ratbel. than a scarcity of all 
housing, The exact nature of tlie scarce 
characteristics is, of course, unclear, 

Citing availability as a motive for the 
selection of a new residential site may 
also suggest a relatively less co~nplete 
information search ilnd!or Inore limited 
actiolt space. Tl~ese possibilities are  con- 
sisteilt wit21 Ilie relatively recent arrival 
of niany respondents to the Tri l~le Cities 
areu, 

Aside from the motives of availability 
and cost, the most frequently cited 
saaotives for new site selection were: 
internal space (number of rooms), near- 
ness to work place, and school distyict 
of the residence (table I ) .  These 1x0- 
tives do yield illformation concerlling 
the nature and location of housing pre- 
ferred by the respondents; the n~otives, 
however, do not delimit any specific type 
of location or any specificallgr preferred 
urban environment. 

A complete range of variation in the 
internal space of residences can be found 
in most housing districts of a city. Like- 
wise, school districts, tlioug11 area- 
specific. a re  usually large ellougll to 
include a n  ample range of housing types 
arid residential enviro~iments. And 
selecting a new location close to one's 
workplace enables the household to 
choose fro111 a range of housing types 
and residential enr7iroriments, by virtue 
of the variable direction of a residence 
from one's workplace. 

The five most frequently ciled nio- 
hility motives are, thus, of mitiimal 

:~ssistaiice in determining housel~old 
711'011- prefe~xences for specific urban en\ '  

x-rients. They do demonstrate the per- 
ceived needs of households and t l~e i r  
~^P;LSOI~S for  relocating. They also yield 
lalsights into the general preferences of 
housel~olrls for certain socioeco~iolnie 
restdetr.i-ial exivirostinents (such as type 
cf c.tteir.atiort available for their chil- 
d renb  But these motives yield little in- 
forrxiation coricernling the preferences of 
"Lie respondents for specific residential 
environments, particularly regarding 
the physical urban environment. 

PHYSlCAL ENVlROWMENTAL 
MOBILITY MOTlVES 

Physical environmental concerns are  
cited inflaequently as  tlle mobility mo- 
.lives cf the responderits in this study. 
This suggests either a lack of concern 
with or a lacli of pes.ception of tlie phy- 
sical urban enviroximerit and its varia- 
tions. 

'The lzidividual mobility motives dem- 
onstrated a variable, though minimal, 
concern with the urban physical en- 
virotiment. The plzysica1 ellvirollmental 
motives involved two basic concerns : the 
esthetics cf a resiclence (expressed as  
preferences for a view, scenery or a 
wooded lot), and the preference for a 
nonurban, rural location. The i~iost  fre- 
quently cited single physical environ- 
n-rental motive was the desire for a 
scenic location, but that  niotive anloulited 
to only 5 percent of the primary mo- 
hilitv tnotives (tahle 3) . 

IVfliilc~r~ n~obility motives were grouped 



Tabie 3.-Ph sical erpvironmental mofives for household relocations 
f~xprersed a i  a percentage of total motives] 

Molivc. ranltirrgs 
Natives -- - - - -- - - 

J'rrirnarv Secondary 'Tertiary Total 

Rural preference 6 4 2 4 
Scenerv 4 4 4 4 
~ o o d e ; b  
View 
Esthetic 

into categories (table 21, the physical 
envi~orirnen4,;d ~r-rotives appeared as  the 
least f.r-equerrtly cited category of total 
rnotjves - 42 percent -- and as the 
second-last catcgory of p r in ia~y  motives 
cited -- 11  percent. Althouglt il-Icllldi~l$~ 
a very s~R'JI percentage of total and 
primary ~xobility motives, the pllysic;~] 
environmental category did cora-rl~:ire 
F a v o ~ ~ ~ b l y  in Ereq~~ency to o t l l c ~  cate- 
gories o f  rnotiivrs; i i  WRS coni1)a~able to 
neighk~orliood traits and locational traits 
among the primary motives, and to 
neighbor-hood traits among the totax 
motives. 

The physical environmental charac- 
teristics of the urban environment are, 
therefore, the h a i t s  deemed least sigtli- 
ficant to the relocations of the respoml- 
dents in "cis study. And those few 
physical environmental traits which a re  
considered important concern primarily 
the esthetics of the residential site - a 
subjective concern, and a concern very 
nnnc1-1 4x1 vogue a t  the time of this study. 

The only other pliysical environmental 
concern of significance to the respond- 
ents was tlie preference for a nonurban, 
rural residential location. Thai  prefer- 
ence suggests an  eitlier/or logic in their 
decision-making; i t  demonstrates the 
respondents' perception of a noxious 
urban environment (Wolge~,C 1966) and 
a noxious environment of unvarying 
physical attributes. 

The minimal expression of physical 
elivironrnental motives for relocating is 
surprising in two respects. Tlie respond- 

ents of this study were afTorded the op- 
portunity to cite "ilacia. secollrlary awtd 
tertiary mok~ility motives, a s  well as 
their. ~srimury cortcei n for  xnovirag ; in 
view of that  o~~~sortrxltiiy, :i greater ex- 
a,l,cssion of pl~grsical envirotlmer~tal mo- 
tives 7~as cxpectcd. 

i[rr addition, the T ~ i p l e  Cities area ex- 
tertds t lr~ough u quite t~ariable physical 
enr7iro1aa-r1e1?e; it is :i n.ive~*ine environ- 
ment which varies widely in i t s  range 
of vegetal, physiograpliic, and ahmos- 
pher.ic chal-acteristics. '%'he responde~~ts  
were thus expected to voice their prefer- 
ences for resiciential 1oc;itions within 
i l ~ t t  e~ixrironmex~t~ 

The substantial variation in the phy- 
sical attribe~tes o f  the urban environ- 
rnerlt within the Triple Cities is "thus of 
little concern to the r.espondents9 reloca- 
tions. Tlie respondents evidence no 
perception of the variations in elevatioxl, 
slope, insolation. humidity, pollertion 
levels, etcc. that  exist among tlie various 
residential districts of "cie Tr i l~le  Cities 
area. 

SUMMARY AND CONCLUSlOMS 
The results of this study indicate tile 

desires and perceptions of highly-edu- 
cated white-collar professionals as they 
relocate their residences witliitl the ur- 
ban environmenk These liouseholds ex- 
press a range of concerns related to 
their mobility. 

Their greatest concern in relocating 
is with tbe state of the housing market; 
they express a very great concern with 



the availability (and cost) of housing. 
That dramatic concern with housing 
availability and cost mag result from a 
disparity between their perceived needs 
and their buclgetarjr llniitations ; they 
may see themselves as belonging within 
certain residential districts (by virtue 
of the socioecorionlic status of their pro- 
fession), but may be unable to afford 
residences within those districts (be- 
cause of their recent arrival to their 
profession with attendent starting sal- 
aries). Thus, their concern over housing 
availability nlay suggest a self-imposed 
constraint as the result of their stereo- 
typical perceptions. 

The n~obility motives of the respond- 
ents also demonstrate their priniary con- 
cern (aside from availability and cost) 
with the new residence itself and addi- 
tional concern with other residential 
cllaracteristics of relatively lirnited 
spatial extent, Wliile ~leighborhood 
traits are  cited as niotives for the selec- 
tion of new residential sites, those traits 
involve the evaluation of primarily ad- 
jacent properties together with the 
school system available - both concerns 
of relatively limited spatial dimensions, 
And, while relative location is cited as 
another motive for  relocating, that con- 
cern involves the reduction of distance 
and travel time from the home to other 
locations - a concern intended to limit 
contacts away from the residential dis- 
trict. Thus there appears to be a de- 
creasing importance attached to mobility 
motives as the spatial expression of 
those concerns increases - a decreasing 
importance froni residence traits to 
neighborliood traits to concerns with 
some larger urban district. 

The physical environmental motives 
expressed by the respondents of tliis 
study are  also concerns of limited spatial 
extent. Aside from tlie desire for non- 
urban residential locations, the physical 
environmental n~otives focus upon the 
esthetics of the residential site itself - 
the a7ege"cl cover, the outward view, 

etc. And, while purchasers tend to  nien- 
tion site esthetics and mral preferences 
for relocating more than do renters, 
neither group of residents expresses a 
preference for the alternative physical 
environanents existent with ia-1 the Triple 
Cities area. 

These findings suggest a lack of con- 
cern with tlie physical environmental 
characteristics which vary across the 
Triple Cities area:  variations in such 
things as pollution levels, insolation, 
physiography, etc. That lack of con- 
cern may reflect a sincere feeling that  
physical environmental characteristics 
are  of secondary importance to the re- 
location process ; socioeconomic charac- 
teristics may be considered of greater 
importance. Alternatively, the movers 
mag not perceive the urban environment 
as physically variable; urban residents 
niay view the urban physical environ- 
ment as spatially homogeneous. 

Whichever the case, tlie results a re  
the same. The urban physical environ- 
ment is spatially variable, and thatvari-  
ability s h o ~ ~ t d  be of concern to urban 
residents. Pollution levels, flood klazards, 
and a multitude of other physical en- 
vironmental conditions all vary with the 
location of a residence within its urban 
environment; an understanding of that  
fact is basic to the health and safety of 
~ ~ r b a n  residents. 

The findings of this study, therefore, 
point out the need for a greater educa- 
tional effort by enviroxlmentalists (and 
others) aimed a t  urban residents, 
Whether urban residents remain un- 
aware of tlie physical variations in the 
urban environment, or whether they are  
aware but unconcerned, the kllowledge 
of the importance of those variations 
niust be delivered to them. The im- 
proved knowledge that now exists con- 
cerning the spatial variations existent 
within urban physical environinents is 
useless unless that  lrnowledge is lent to 
all those who reside within thahnviron-  
ment. 
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Residential Settings: Effects of 
Home and Neighborhood on the 

Quality of Life for Old People 

by JOEY EDWARDH, Department of Geography, Syracuse Univer- 
sity, Syracuse, N .  Y.  

ABSTRACT.-The author discusses the role of home and neighbor- 
hood in the lives of old people and explores the impact of the 
physical and social organization of these spaces on an old person's 
perception of his iminediate environment and his subsequent ac- 
tivity patterns. Home and neighborhood reinforce an old person's 
sense of identity and mediate between the old person and the 
larger society. Inforn~ation about tlie meaning of home and neigh- 
borllood in the lives of old people contributes to the data available 
to those making the decisions ellat affect the distribution of social 
and physical resources in our cities. 

THE ROLES OF HOI\.IE and neigh- 
borhood in the lives of people 65 

years o r  older were studied in two very 
d i f f e r e n f i r b a n  environments in Syra- 
cuse, New York, The two environnients 
will be called Inner City and NorthsiriJe. 
The discussion is based on 60 interviews 
of approximately 2 hours length and 
work tliroughoeat the  past 2 years with 
a n  old-peoples' advocacy group. 

PHYSlCAL AND SOClAL 
ORGANIZATION OF THE STUDY AREAS 

The Inner-City study area, historic- 
ally a working-class neighborhood, is 
located close to the  high-rent central 
business district, near  the  transporta- 
tion hub of Syracuse. The Inner City is 
heterogeneous in character, with bar- 
restaurants, a large n u n ~ b e r  of garage 
and collision-repair sl.lops, and small 
corner grocery and variety stores (fig. 
1). Many of the garage and collision 
repair  shops a r e  tuclied away in  the  
baclayards of old houses. In  addition to 
the  small corner grocery stores, two 
large supermarlrets a r e  located a t  op- 
posite ends of the  area. A number of 
unliempt lots scattered tltroughoui the  
area  have become graveyards fo r  
wrecked ears  and discarded appliances. 
Large industrial s"cructurcs a r e  located 
close to a variety of housing - small 

worliingrnen9s cottages, tenement build- 
ings, large single-family l ~ o ~ n e s  con- 
verted to  apartnients o r  boarding 
houses, and a low-income housi~lg 
project. 

The  Northside area  is a residential 
a rea  located on the periphery of the  city 
close to  suburban shopping centers. I t  
is a hon~ogeneous residential a rea  
characterized by s~na l l  single-family 
f raarne homes surrounded by spacious 
yards n~eticulously n~anicured  (fig. 2).  
The  homes a r e  located on q~siet streets 
off two major  urban arteries, which pro- 
vide easy access to other sections of t he  
city. In  addition, there a r e  "cvo local 
shopping centers. 

A dernograpltic profile of the  Inner  
City and Northside study areas is sum- 
marized below : 
@ The mean age (72 years) is tlie same 

in botll areas. 
@ The ethnic character of the  North- 

side is predon~inantly German, with 
a eo~lsiderable number of Italian and 
I r i s l ~  families. Jik'ithin tIie Inner  City 
the sample is etl~xlically more mixed, 
with no d o ~ ~ l i n a n t  ethnic group. 

@ Catholicism is t he  preponderant reli- 
gion of those in the total sample. 

@ Most of those residing on the Nortli- 
side l i re  wit21 their spouses. Most of 
those in  the  Inner  City a re  widowed. 



Figtare I .---Map of inner CiQy land use. 

public heusiny commeiciol (cleonerr I. Huntington Family Ccqtci 
s ~ i _ r m ~ r k e b ,  mriet ;  s h o d  z SL R~~~~ ~ ~ l i ~ ~ i ~  

3. St. Michsel ' s  Orthodox Cotholic Church 

6. Chicaqo Mo:ket 

parking lob O abandoned buildingr 

* rertouranh, O unkempt open rpnce 
and bors 

I N N E R  C i T Y  L A N D  U S E  
Based on 

field work, I972 

Figure 2.-Map of Northside land use. 
I 7 



@ F a r  more old people or1 the North- 
side have children than those living 
in the Inner City. 

@ &fore Inner City residents have pliy- 
sical disabilities. 

@ 'Years of schooling tend to be greater 
on the Northside, where approxi- 
mately half of the residents have at- 
tended high school. 

@ Men i n  the sample population are  re- 
tirecl blue collar wo~kers.  Most of 
the women in both areas who worked 
did so out of economic necessity. 

@ Residents of the two areas differed 
in financial status. Eighty percent of 
the fxiner City elderly reported in- 
comes below $3,000 as conlpared to 
28 percent for the Northside. Most 
of those with incomes below $3,000 
were single or widowed, and almost 
all of them were women. Most in- 
dividuals in this income category 
have an  annual income of approxi- 
mately $ E,500. 

CONCEPTS OF 
WElGHBORHOOD SPACE 

The concept of neighborhood space is 
composed of two illherent ideas: proxi- 
mate physical apace and prescribed 
social interaction. An impression of "c~e 
meaning of ~zeighborhood to older re- 
spondents emerged from my interviews, 
the illformal discussion, and field ob- 
servations. The elderly perceived their 
neigilborhood in terms of a hierarchy of 
spaces : home space, neighbor2iood core, 
exteilded neighborhood territory, and 
neutral territory on the periphery of the 
neighborlzood (fig. 3 ) .  The coxicepi of 
neighborhood is idiosyncratic in that 
each person has a different perception 
of his neighborhood space. Most often 
neigllborhood space is perceived as both 
face sides of an  average city block. 
Social communication and interaction 
occur in the neighborliood core that  is 
close to the home. 

In single-family residential sections 

Figure 3.---Hierarchy of neighborhood spaces. 
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such as  the Northside, the neighborhood 
core incorporates the people living next 
door, those directly across the street, 
and perhaps a few residing sevexal 
houses away on the same street. Where 
fences and trees do not inhibit inter- 
action with rleighbors on the border of 
one's own backyard, this backyard ter- 
ritory is perceived as part  of the neigh- 
borhood core. Services such as  schools 
that  the elderly's children attended, 
churches, small grocery stores, restau- 
rants, and variety shops a re  encompas- 
sed in the extended neighborhood 
territory. The older person reaches these 
facilities by traversing a path from 
his home space through familiar and 
frienclly territory to his place of destina- 
tion. The elderly individual may stroll 
with confidence and ease hot11 through 
his extended rieighborhood territory and 
the neutral territory on the periphery 
of his neighborhood. 

Similar concepts describe neighbor- 
hood space in the Inner City. Here 
factories, warehouses, parking lots, and 
public housing are  interspersed through- 
out the envirot~ll-tent. Usually these 
structures a r e  not considered a part  of 
an  individual's neighborhood. For  ex- 
ample, a number of individuals excluded 
from their perception of neighborhood 
those factories located across the street 
froni their homes. 

The presence of age-segregated high- 
rise housing in the Inner City makes 
analysis of this area complex. The 
elderly in public housing tend to define 
their neighborhood in terms of their 
building. Their home space is the apart- 
ment, and their neighborhood core con- 
sists mainly of "chose apartments on the 
same floor and the comnzon lounge. An 
elderly suggested that  the build- 
ing is a complete spatially contained en- 
vironment where the elderly "are well 
taken care o f .  . . in the building we hilye 
everything." 

The interviews suggested a number 
of reasons for this definition. Many of 
those in the public housing were new to 

the area and were uncomfortable out- 
side the building. Age-segregated hous- 
ing provides a multiplicity of services 
from laundry machines, Wednesday 
night bingo, to across-the-hall neighbors. 
This has made interaction with the 
neighborhood outside the building un- 
necessary. In addition, a number of 
those in the housing have poor health 
and were classified as  severely restricted 
or l~ousebouncl. Their linzited mobility 
prescribes that  their domain of intey- 
action be inside the building, 

HOME SPACE 
13onze space is an  individual's per- 

sonal territory. I t  is a bounded space, a 
place of privacy, a place to he oneself, a 
place where an  individual can imprint 
his life experience and regulate his 
social interaction. I t  is tha t  place where 
memory, special objects, and loved ones 
a r e  physically or a t  least psychologically 
near* 

Older people 0x1 the Northside were 
proud of their homes and wished to re- 
lnaitz in them. The family throughout 
tinle embellishes the honie with photo- 
graphs, handicrafts, and other meaning- 
ful objects. Having a place where one's 
cl~iidren arid grandchildren can return 
provides some incentive to continue 
residing in the family honle. Seventy- 
seven percent o f  the Northside respond- 
ents w e ~ e  satisfied with the present 
design of their home space. Tile only 
criticism articulated was a desire that  
everything be located on one level. As 
n person gets older, i t  becomes more 
difficult to climb up or down stairs. 
Altlio~igli some believed that  their llome 
is too large for their current needs, 
others have used this space for  their 
hobbies. 

Worli in gardens keeps older people 
outside and occupies ~zanch of their 
leisure t in~e.  Gardening also has a social 
dimension. While worliing in their gar- 
dens, people see their nejghbors and can 
convclyse with them without being ob- 
ligated to entertain theni, 



Only 21 percent of the Bnnier City 
respondents own their Iioiiles. Com- 
ments from this group suggested that  
they value tlleir home space --- the 
privacy, the galden -- in the same man- 
ner as those on "Le Northside. However, 
notably absent from their reniarlts is the 
desire to nlaintaili the llonie to accom- 
liiodate family visits. An interview with 
a widow who lives alone illtistrated tlie 
complexity of home ownership and home 
space in the Intlel- City. $he had just 
sold her home, a large strtacture the 
front half of whic21 is a vacant s h o e  
front. This structure is a remnant of 
past days, where she, together with Itel. 
now deceased husband, operated a small 
variety store. Her nieticulously cared 
for apartrnenfis ~n the back of the build- 
ing. She iallis freely a b o ~ t  lier reasons 
for sellitlg and her prese-tlt agpreiten- 
sions. IXer annual income of $2,500 left 
little nioney for taxes and the cost of 
house mainten;ulce. &'orcover, she de- 
scribes her physical condition as  ""un- 
steady . . . I seen1 Lo want to do ~iothing 
. . . I Iiave to expect this because of old 
age . . . it's hard for 1ne to underst:ind 
for 1 used to work so hard . . . I had se~ch 
anlbition." She staled her fears:  ""I 
dread looking for a new apartment . . . 
here is so near the drugstore and gro- 
cery store . . . I am afraid to niove be- 
cause X leave nly memories . . ." 

Her kiotne, along with that  of nialiy 
others, is an  artifact illat symbolizes the 
lirlfr between present and past time and 
experience. Although most r.espolidents 
want to remain in their own hontes as 
long as possible, there is a Ihesholdl 
wlren they can no longer meet the de- 
mands resulting from dizni~~ishing finan- 
cial and physical resources. At this 
poir-r"c the older person must looli for  a 
new residence to transforni into a home. 

Tliougll n ~ o s t  (79 percent) of the In- 
ner City elderly a re  1.e11ter.s~ they take 
pride in maintailling and organizing 
their ap2irtments to express tlieir own 
personalities. Finlallcial litnitations h tlve 
restricted tlieir housing cliojce to the 

Innel. City. Nonetheless the inter- 
viewees, both in tlie neighborhood and 
in tlie age-segregated housing, cherish 
the privacy offered by their own ayart- 
rnenfs or home space. ltlany of the In-  
ner City residents niel~tioned the lack of 
a n  outside space to garden or sit out in 
aud talk with their rmeighk~o1.s. 

PERCEPTBiONS OF NElGHBORHOODS 
BY OLD WESlDENTS 

Or1 the Korthside, the getieral con- 
sensus was that  the neigllborl?ood \v:ls 
ideal for senior citizens, It is con- 
veniently locateti, tinci small stores are  
withiti easy walking distance. In addi- 
tion, it is near a large s~abetj.ban shop- 
pirig center, The response of one elderly 
couple describes the sentiments of many 
Worthside residents. I t  is a "good place 
to live, quiet arid clean with large lawns 
for garden work tliat appeals to senior 
citizens.'? 

In the linner City, the sentin~ents ex- 
pressed were, l-iiost often, the antithesis 
of those expressed on the Nortliside. 
When aslied if this neighborliood was 
a good place for senior citizens to live, 
one elderly man's simple statement, 
"No, it's not good for old people . . . it 
is dirty, noisy, and dartgerous," reflects 
the tllougllts of many. Wliile they may 
not like their neighktorhood, the major- 
ity find i t  conveniently located with easy 
access to basic services such as dry- 
cleaning, g~.occry and variety stores, 
I);tnlis, arid a post office. 

A crucial corn~onent of the elderly's 
relationship "L their neighborhood is 
their perception of their environniealt, 
which tuans1;ltes into both constrailits 
and opportunities tliat infl~~ence tlie 
quality of their life. Forty-three per- 
cent of the Xorthside's interviewees and 
83 percent of the Inner City's were 
;ifr;iid to leave their homes after dark. 
Regardless of area, s i n ~ l e  arlci wido~ved 
respondents were not a t  all iniclilied to 
be outside after  darlt. 

I'ery often tlle residents of the North- 
side felt insecure about activities that  



removed ellem from their honles a t  
night, altliough few could cite any actual 
incident that  l a d  occurred within their 
neighborhood. There were those 0x1 the 
Northside who perceived the situation 
as  more dangerous. One widow had so 
internalized her fear that  she does not 
"dare sit out on the porch a t  night . . . 
1 bol t the  attic door and basement door 
a t  night . . . I am all closed up tight ant1 
don't even look out." There is little 
doubt that  the mass media have in- 
creased the awareness of the Northside 
elderly concerning their personal vul- 
nerability to the point where they, 
particularly widows, have altered both 
their perception of their environment 
and their bel~avior patterns. 

The uneq~~ivocal response of the Inner 
City elderly was simply expressed by 
the statement, "You don't dare go out a t  
night." Regret about this constraint was 
accompanied by the concession that  in 
this neighbo~ahood "years ago it was 
never like this - people could walk 
anywhere." Many of the elderly, through 
their neighborl~ood acquaintancesl~ip 
networks, know of individuals who have 
been the victim of robberies, inuggings, 
and rape. The presence of personal vio- 
lence in their experiential world, along 
with the mass media emphasis on vio- 
lence, engender and lnairltain a level of 
fear thatult imately inhibits any inter- 
action outside of the home aftel. clarli. 

But mobility a t  night is not the only 
time caution is exercised. The elderly, 
particularly won~en, are  very concernect 
about themselves as  easy daytime tar-  
gets for purse-snatchers, A few had 
decided not to carry a purse when going 
out. Data from the Syracuse Police De- 
partment illustrating the distribution of 
burglaries, robberies, and public intoxi- 
catioil arrests in Syracuse suggest that  
the fears of Inner City residents a re  
well founded. 

In the Inner City, colnpetition with 
other groups for  the use of s ~ a c e s  and 
paths has usually meant that  the elderly 
have retreated. For example, the loca- 

tion of the public housing for the elderly 
next to public housing fon. low-income 
families places two differe~ll groups - 
white elderly and blacli children - in 
spatial proximity. Con~petition for  the 
use of public spaces, in this case side- 
walks, ensues. As one elderly man ex- 
claimed, "You can't walk around here; 
and if yon i ry ,  the next thing t l ~ a t  hap- 
pens, some kid knocks you over with his 
bilre." We, along with many others, 
moves slowly with care and is unable to 
easily get out of the way of a rapidly 
approaclting bicycle. 

The situation is exacerbated by ver- 
bal abuse from children and teenagers, 
Old people are  tile victims of name-call- 
ing and otliey verbal insults. Moreover, 
fear that  the verhal assault may culmi- 
nate in a pl~ysical act inhibits many 
elclerly from critjcizing or chastising the 
yout21. They are  aware tkat  others, 
l~articularly old people, hare been the 
victims of malicious darnage such as  
~.ocks being t11rou.n through windows. 

All the public housit~g residents ap- 
preciate the material comforts and 
security afforded by residence in the 
building. Xeat, eficient apartments, a 
garbage incinerator chute on each floor, 
and laundry facilities in the basement 
we1.e the most popular benefits lauded. 
While proudly showing her apartment, 
one woman exclaimed ""There a r e  no 
leaks or  roaches here . . . I waited three 
years to get an  apartment . . . where else 
could I go? Where could I gel an apart- 
nlent like this fom* sixty-five dollars a 
montlx . . . it has a bathroom, good heat, 
three clothes presses." 

Everyone was aware they could not 
possibly purchase s in~i lar  accommoda- 
tioils on the open housing market. 
Though none wished to leave the hous- 
ing, occasionally yesidenis expressed a 
desire to relocate to newly constructed 
hcusing in more familiar neighborhoods. 

I t  is not to be co~istrued from these 
comments that  public housing is the best 
solutioil to the' housing needs of older 
people. Quite to the eontrilry, the move 



to public housing was the oiily alterna- 
tive for these elderly. Once in tlie hous- 
ing, a new definition of self and a re- 
constitution of one's social world occurs. 
I t  is niy inipressiotx that  the older people 
were grateful to have decent housing a t  
a cost of 25 percent of their monthly in- 
come. This housing was viewed by the 
old respondents as  a municipal gift 
ratlier than a right* 

However, there is a pervasive fear 
that  clouds life in tlie public housing. 
Because niany residents lacked informa- 
tion about Ureir rights as  tenants in 
public housing, they feared that  future 
investigations into their personal fi- 
nances might lead to a n  increase in rent 
or a terniination of lease. People were 
worried about fluctuating income ceil- 
ings and their possible effect on Llzem. 
Furthermore, they were cautious in 
their criticism of housing authority 
policies, as  few knew what the reper- 
cussion might be. No one mentioned the 
existence of any mechanism for  tenants 
to discuss their problems with the hous- 
ing oiffcials, As one woman concluded, 
"the housing authority don't care what 
we want." 

Northside residents were more satis- 
fied witli the noise level and cleanliness 
and condition of sidewalks than were 
Inner City residents (table I ) .  

Xoise pollution means that  those in 

tile Inner City awake early in the morn- 
ing to the noise of food processers dis- 
patclling their trucks. Throughout the 
day and night, traffic noise fronl horns, 
screeching tires, and big trucks is omni- 
present, because streets in this area are  
principal routes for the dispersion of 
goods tlirougliout the city. Tlie local 
bars are  social nodes for others during 
the night hours; but for the elderly, the 
noise and general rowdiness prevent 
sleep and increase insecuwity. 

Environniental cleanliness distin- 
guishes the Northside. A major dis- 
advantage of the Inner City's mixed 
land use was illustrated by one n?an9s 
statement: ""Papers blow into my yard 
from the magazine plant across the 
street, and by the time I pick them up 
the yard is coxrered again." For the 
elderly, the decline in cleanliness and 
correspondirlg visual blight is sliown not 
only by unkempt yards, ernpainted 
houses, jlanlr cars, and appliances, but 
also by garbage and containers strewn 
along the sidewalks. 

Tlie elderly are  one of the few groups 
in our automobile society that  use and 
need sidewalks. On a pleasant day, side- 
walks are the paths accommodating 
those walking for pleasure and exercise. 
Furthermore, the majority of the elderly 
use public transportation, and to do so 
must use sidewalks to get to a bus stop. 

Table I.---Sip+i~fat+ian wi+k neighborhood envirowmentel qualify 

Northside Inner City 
Characteristics -- - - - v * 

n Satisfied n Satisfied CL 

No. No. Pct. No. No. Pet. 
Clean a i r  3 0 19 63.3 30 48 60.0 0.60 
Number of trees 30 23 76.7 30 20 66.7 -20 
Open space 30 27 90.0 30 22 73.3 .20 
Curb height 26 22 84.6 30 20 66.7 .40 
Noise level 30 17 56.7 30 8 26.7 -05 
Snow shoveled 29 9 31.0 30 10 31.3 .95 
Cleanliness 30 27 90.0 30 16 53.5 .01 
Bus stop location 30 26 86.7 30 21 70.0 .02 
Sidewalk condition 28 14 50.0 30 7 23.3 -10 

*Number of people responding to each question. 
**The chi square coefficient is used to determine whether the  difference between 

areas was statistically significant. The 0.05 level was used to determine statistical 
significance. 





old woman, most of the elderly on her 
block have died or nioved to special 
facilities. Their homes Izave been pur- 
chased by younger families wlio "are 
less friendly so I stay to myself". Fur- 
"cze~~~lore ,  Korthside neighboring has a 
seasonal dimension. People see and cllat 
with their neiglzbctrs more often during 
the sunitner months, which brings people 
outside into their gardens. 

The cl~aracter  of the Inner City is 
different from that  of the Nortliside. As 
a result, i t  is not s ~ ~ r p r i s i n g  that  there 
a re  diff erent patterns of neighboring. 
The transience of a reizter populatio~z 
and the niorl,hology of this urban area 
discourage those aspects of neighboring 
engendered by familiarity sucll as chat- 
ting with a neighbor in his bonze, know- 
iiig if your neigl~bor is home, and feeling 
you can rely on your neighhop for lielp. 

A number of pl~ocesses were operating 
tha t  had contributed to  the kxeakdown 
of lieighhorlixiess and neighborhood dis- 
cipline. &!tost of the elderly colisidered 
tlie neighborhood to be in a state of 
decline horn its previous status as a 
prospel-ous w o ~ k i n g  class area. An 
elderly widow mentioned that  across 
the street she no longer "knows myone 
because people move in and out and no 
one takes care of the property". "The 
neigllborhood is becoming run downyP, 
according to one elderly gentleman, 
since not only were '6houses deterioz.at- 
ing" but also ""many places were closed 
down -- small businesses come and go 
and companies located next to the area 
were closed". Other racial g ~ o u p s  a re  
locating in the area, l~articularly Blacks, 
Puerlo Ricans, and native Ai~iericans. 
The influx of tliese new neiglzhors has 
created hostility and fear. 

In m m y  cases, neighboring in the In- 
ner City is in the form of a service 
where those less able are  lzellsed to get 
to basic services such as  grocery stores. 
Twenty-eiglzt percent of tlze Inner City 
elderly are  completely dependent or; 
neighbors and friends for assistance 
during ttn illtiess. Neigllhors perform 

tasks sucll as reading Inail to the blind 
or doing laundry for someone ill. Oc- 
casionally, expenses are  shared. For 
example, a gentleman wanted to read 
both Syracuse daily newspapers but 
could afford only one of them; so 1ze 
purcllases one, his neighbor the other, 
and tliey exchange them. 

All of I l ~ e  elderly living in the age- 
segl.egated public housing said that  they 
could depend on their neighbors for 
help. For those in public ltousing this 
sentilnent engendered a sense of secur- 
ity --- thelee was someone to help them if 
they needed it. If a n  individual does not 
come to pick up his mail or visit the 
comnion lounge, sonleorle will eventually 
c2ieclr up 011 him. lateraction with one's 
neiglibors occurs a t  important nodes 
throughout the building, particularly a t  
the niail boxes, floor incinerator chutes, 
and lounge, and on the benches outside 
the front cloor. I t  was explained that  
l~eople usually did not interrupt individ- 
uals in their apartments since they may 
he resting or eating, or just want to be 
alone. However, tliere a re  some who re- 
sent the omnipresent gossip network 
and collsequently have curtailed their 
partieilsatiolz in any activities within the 
building. 

CONCLUSlON 
Home and neig1zborhood are  im- 

por~tant spaces to older people since they 
reinforce 011e9s sense of identity and 
mediate between the old person and tlie 
 large^ society. Home and neighborhood 
also help weate continuity and coherence 
within the self. 

However, the ultimate condition of old 
people in oul- society has little to do wit11 
tlieir immediate physical ancl social 
space. Old people a re  the victims of a 
socioecononzic system that  has no place 
for them. Tliey no longer participate in 
tlie work force and consequently are  not 
rewarded wit11 material benefits. They 
are  beyond tlie arbitrarily defined work- 
ing years and a re  ihougl~t  to be of little 
econoliiic value and, as  a result, of little 



social value. A social nlythology cultivat- ities and choose alternatives that  would 
ing youthfulness and deploring aging facilitate tlieir adjustment to old age. I t  
allours Americans to ignore those who is difficult for  most to purchase the 
have contributed to the l~roductivity of necessities of life such as adequate food, 
tliis ltiatioxi throughout their workiwig clothing, shelter, liealth care, transpor- 
lives. Reduced to poverty, old people tation, and recreation. 
have no resources to explore opportun- 



Behavorial Significance of Milieu: 
a Consideration of Two Downtown Settings 

by DOUGLAS L. ROBERTSON and ROWAN A. ROWNTIREJG, 
respectively doctoral candidate and associate professor, Depart- 
ment of Geography, Syraczzse University, Syracuse, IV. Y.  This 
research was supported i n  part by funds provided by the U S D A  
Forest Sewice, Nortfzeastern Forest Experiment Statio?~, through 
the  Pinchot Institute for Enviror~mental Forestry Research, Con- 
sortium for Enviro~tmental Forestry Studies. 

ABSTRACT.-Behavior patterns in parks and plazas in downtown 
Syracuse, New York, are discussed. After an introduction of the 
spaces and their principal users, fundamental concepts borrowed 
from ecological psychology are defined. Then using these con- 
cepts, the behavioral significance of the environment is illustrated 
in a comparison of two ease studies. The concepts employed here 
are shown to allow a discussion of the important effect of environ- 
ment on behavior without producing deterministic distortions. 

THE OBJECTIT'ES of this explora- 
tory research were to investigate ( 4 )  

who was using parks and plazas in 
downtown Syracuse, New York; (2) 
whether behavior patterns were discern- 
ible in these spaces; and (3) the ways 
in which physical and social factors 
influence these patterns. 

We soon discovered that  distinct user 
groups and behavior patterns could be 
identified, and our attention then became 
focused on the ways in which social and 
physical factors work together to shape 
these bel~avior patterns. In consiclering 
our pre l i~~i inary  results, we found lhat  
some ftsndan~ental concepts talien from 
Barlter's theory of behavior settings 
(Rn?.kt.?. 1968) provided a very useful 
framework for interpretatiorl. After 
setting t11e context and defining these 
concepts, we will discuss two case 
studies that  illustrate soiile of the mech- 
anisms relating behavior patterns and 
physical environments. 

THE CONTEXT 
For two summers (11974 and B9%5), 

outdoor amenity spaces in downtown 
Syracuse were studied. In many re- 
spects, Syracuse is a typical rnediurn- 
size city (population, city limits : 

15'5,000; Standard Metropolitan Statis- 
tical Area : 63'1,000). I t  is undergoing 
the same demographic and economic 
changes as  most other American cities: 
residential niovement to the suburbs is 
leaving a deteriorating central city and 
an ailing Central Business District 
(CBD). A keen interest in CBD arnen- 
ity spaces is one expression of a cam- 
paign by city officials, businessmen, and 
assorted Syracuse enthusiasts to revitat- 
ize the downtown. 

The set of outdoor amenity spaces in- 
vestigated for this study included (fig, 
1) : (1) two cornlnorily recognized loci 
of downtown social activity, Columbus 
Circle and Clinton Square; (2)  one 
space dominated by urban drifters and 
derelicts, Wanover Square; (3) one 
space used primal-ily by retired men, 
Vanderbilt Square; (4) two spaces as- 
sociated with large new oEces buildings, 
MONY Plaza and Eincolll Center; and 
(5) two large but little used spaces, 
Everson Plaza and Fayette Park, 

For this whole set of spaces, five 
major user groups can be identified in 
terms of their influence on daytime be- 
havior patterns : 

1. Frmale o f f i c ~  w o r k ~ r s .  - This 
group consists mostly of single females 



Figure I .-Barbs and plazas sfudied in dowwfeawn Syracuse. 

between the ages of 78  and 30 engaged 
in clerical work downtown (secretaries, 
file clerks, key l~uncli operators). 

2. Male ~ohite-COE~C~T too~k~r~ . -These  
men are  mostly between the ages of 18 
and 30 and a re  employed in sales, ad- 
ministration, and professional occupa- 
tions. 

3. Const~.?bction z~lo~?ce?.s. --- As the 
CBD undergoes physical transforma- 
tion, these men a re  employed to de- 
molish old structures and build new 
ones. Their labor is of both the un- 

skilled and skilled varieties. In age 
range, they a re  similar to the male 
white-collar worliers. 

4. M a 1 ~  ?*c~li?,ees. -- These elderly men 
regularly venture downtown to meet 
with their collorts for  6- day of reading 
and conversation. 

5. Derelirts. - Mostly between the 
ages of 30 and 50, at least half of these 
men a r e  obvious alcoholics, Many of 
them panhandle throughout the down- 
town, but use Ranover Square (for 
decades called ""Hangover Square") a s  
their home ktase. 



Figure 2,-Relafionships between user groups 
iw downtown parks and plazas. 
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I11teraction between these groups is 
iniportant to %lie bel?avioral fabric of 
the dou7ntowri. Our observations sug- 
gest linkages of attraction and repulsion 
(fig. 2) .  I t  slioilild be noted that  these 
relatiortsliips a re  simple abstractions 
that  refer to how two groups will inter- 
relate in the absence of other groups. 
These basic ~*elationships, I~oweve~., can 
he altered under various circ~~mstarices 
sucli as  the presence of other gli.oups, 
For example, derelicts will be less 
threatening to feniale omce worliers 
when niale wl~ite-collar worlr~vs are  
present. 

BEHAVlOR SETTINGS 
Froni Barker's ecological psychology, 

we have drawn a set of concepts tllat 
allows us to discuss the significance of 

environment to behavior witlioert imply- 
ing rigid deterministic causality. We 
have found these concepts very useful 
for our work in Syracuse and are con- 
vinced that  they have value for other 
social scientists and designers interested 
ill environment and behavior. 

The grand concept of ecological psy- 
cliology is the ""behavior setting" (Bcirker 
19fS:18-34). This is a behavioral unit 
ellat refers to an  enduring pattern of 
behaviors situated in time and space. A 
university class meeting is a good ex- 
ample of a beliavior setting: a variety 
of role interactions (professor, student, 
man, woman) produce an overall pat- 
tern of behavior that  has a definite 
k~ounded locatiolt (a classroon?) and a 
definite beginllixrg and end (the class 
hoear). I t  is in~portarit to recognize that  
a behavior setting is behavior, space, 
and time-all three as equal elen~ents- 
in interrelationship. 

The behavioral component of a be- 
havior setting is called the "stal~ding 
pattern of behavior". These are  behavior 
patteri~s of people en niasse, which a re  
set in a particular time ancX place. For  
example, in dowlltown parks we found 
standing patterns of behavior that  ap- 
peared and disa~peared with the lunch 
hour. Individuals would enter and leave 
these patterns freely; yet the pakterns 
wo~ald persist throughout the luncli 
Ilcur, day to day, week to weel.;. Stand- 
ing patterns of beliavior clo not depenct 
0x1 tlie pa~t icular  illdividuals involved. 

The "milieu" is the "objective" com- 
ponent of a beliavior setling. Tile spatial 
and temporal ambience of beliavior, 
existing ixldepet~dently of anyone's per- 
ception of it ,  constitutes the milieu. The 
major fealetres of the milieus we studied 
were the iildividual n~orphologies of the 
downtown anienity spaces and the hours 
between 11 :a0 a.m. and 1 :30 p.m. on 
suniliier weeldays. 

In n behavior setting, the beliavior 
and milieu are  said to be "synomorphic." 
TIiis siizzl)ly means that  the behavior and 
its spatial and temporal ambience a re  



somel~ow compatible. For example, one 
does not go to a dowrttowri plaza to 
practice belly dancing; i t  hardly seems 
like the appropriate environment. We 
will explore some of the mechanisnls in- 
volved in synomorphism in more detail 
later. 

Behavior-n~ilieu units a re  called 
"synomorphs." With this term, a much 
needed word is added to the vocabulary 
of the environmerital designer and re- 
searcher. Synomorphs a re  not bel~avior 
alone, nor milieu alone; they a re  be- 
havior, space, and time, all togetl-rer in 
a single unit* 

Behavior settings a re  spCs of syno- 
morphs. For example, the standing pat- 
terns of behavior and the space and 
t i n ~ e  of' downtown parks during sunlmer 
weeliday lunch hours a re  behavior set- 
tings. Some of these behavior settings 
comprise a single synomorph, while 
others, because of spatial divisions 
within the space, include several syno- 
morphs. 

For  a variety of reasons, ecological 
psychology is certainly not the final 
word in behavioral research: much of 
Earlier's work introduces a precision 
that  obscures rather than illuminates. 
But, even so, we find that  the concepts 
just defined allow a useful perspective 
for disce~ssions of environmenl and be- 
havior. The following case studies will 
serve to demonstrate. 

CASE STUDIES 
This discussiori of the lunchtime be- 

havior settings in Columbus Circle and 
Clinton Square illustrates some of the 
mechanisms - both social and physical 
- involved with synomorpliism. For 
those inlerested in behavior - especi- 
ally for designers - this is a vitally im- 
portant issue since the significance of 
the relationship of behavior and its con- 
text is affirmed repeatedly. The de- 
signer must be sensitive to the mech- 
anisms involved in synornorphisn~. His 
charge is to produce particular kinds of 
behavior settings, not sinlply to add arti- 

facts to the landscape, The clnpirical 
record fox. this point has been neglected 
by ecological psychologists, and we hope, 
with these brief case studies, to begin to 
remedy this deficiency. 

Columbus Circle and Clinton Square 
share many characteristics : they are  the 
two most colli~nonly recognized CBD 
parks ; each has historical significance; 
they a re  both large and centrally lo- 
cated; each is a major pedestrian inter- 
section; all the major user groups have 
access to each space; each has a similarly 
large number of potential users; and 
both provide a pleasant esthetic experi- 
ence. In spite of these similarities, how- 
ever, the standing patterns of behavior 
for each setting are  clearly different, 
The festive behavior setting in Coluni- 
bus Circle is in strilring contrast to the 
subdued setting in Clinton Square. The 
nlilieu for each setting is also clearly 
different. Consistent with the principle 
of behavior-milieu synoniorphism, be- 
havioral differences can be largely 
understood by examining milieu differ- 
ences. 

Columbus CircBs 
Colunlbus Circle is a relatively large 

park located in the southern part  of the 
CED (fig. I and 3). It is snugly situaked 
in the midst of mostly municipal and 
religious buildings : the Public Library 
to the north, the County Courthouse to 
the east, a Catholic cathedral to the 
west, and, on the south, a six-story office 
building. At one time a sniall traffic 
rotary, the western lialf of the Circle 
was recently connected to the front of 
the ca thed~al ,  and walking and sitting 
areas were developed around the foun- 
tain. Still a major pedestrian intersec- 
tion, Columbus Circle is now the most 
heavily used park in the CBD; during 
the summer a n  average of about 80 
people will congregate there a t  lunch- 
time. 

Observation has shown that, in terms 
of the proportion of the total lunchtime 
user population, three groups dominate 



Figure 3.---Columbus Circle, looking wes4. This photograph, fatew in the spring, 
shows Columbus Cirsle sfill packed up $or the wintor; during the summer, 
benches are moved from +he center of the cluster, and the founfein Fs in 
operation, 

in Colunzbus Circle: feinale office work- 
ers, male white-collar wo~kers ,  axid con- 
struction workers. The standing pattern 
of behavior is l~eavily influe~iced by the 
interaction of these three groups. 

Several types of behavior a re  conimon 
ill the standing pattern: people watch- 
ing, sunning, socializing, "hanging out" 
(waiting for  unarranged gatlzerings to 
materialize), and, of course, eating. 
Colunibus Circle is a vibrant behavior 
setting during the  Innclz hour, with a 
great deal of interaction occurring both 

between and within participating user 
groups. 

Perhaps the most common behavior 
in tlle pattern is people watching. On 
a typical day, a large majority of the 
Columbus Circle participants opelily en- 
gage in this activity. The milieu of 
lunchtin~e Col~~mbus  Circle is particu- 
larly well suited foY this behavior. With 
regard to the tempo~al  aspects of the 
milieu, a summer weekday lunch hour 
is one of the times of peak pedestrian 
circulation in the CBD. This is obvious, 



and i t  is a milieu characteristic which is, were explicit about their interest in the 
of course, not unique to Columbus Circle, young ladies. Also, their location in the 

More interesting is elle way in which bencl~ cluster in the southwest section of 
the anorphology of ~ ~ l ~ ~ b ~ ~ ~  circle the Circle a11 optimal position for 

sex.ves the of peoXsle viewitlg both the stage and paths - 
The of paths (invisible clearly clei-rlonstrates this interest. 
pedestrian corridors) alld seating areas The reaction of fenlale ofice workers 
(benches and ledges) in ~~~~~b~~ ~ i ~ ~ l ~  to construction worlrers is c o ~ ~ ~ m o n l y  
is such tltat nlose seats offer "cle in- negative: the earthy candor of the con- 
dividual a view, from a struction workers is not appreciated by 
distance, of several lanes of nlovemente the female oflice worlcers* In sucli prox- 
Fur t l~e rn~ore ,  the seating areas are  c?r- imity as  just described, "Le collstfuction 
ranged so that may discreetly view woi-kers' comnients on the scene would 
one one seating area, the south- p e ~ h a p s  be enough to convince the fe- 
ern quadrant of the fountain ledge, male ofice workers to move on. Ilow- 
stands oLat among the others arid can be ever. the sound of the fountain in the 

a fistageu (an arest. that bac1cground is su13cient to remove the 
is a visual center of attraction and pe~.forniers from their audience's verbal. 
is visually connectecl to seating or view- indiscretiO"se 
ing areas), yhose wtlo sit on the stage Socializtng is also a conmmolil activity 

lmoW that tlley are being watched, and in the Columbus Circle l ~ e h a v i o ~  setting: 

tiley either choose to a W e f o r m 9 9  (beconle mm"1 groups engage in conversation, 

consciously illvolved wifi tllat visual some iiidividuals also inoving freely 
interaction) or choose to igllore it. par among groups, The nature of the 

those who wish to ignore it, masking benches is such "cat six adults and their 

sound af the fountain facilitates insula- lunches can be accommodated comfort- 

tiono visual is evident: people ably on the same bench, and around the 

can easily watch others the eon- fountain ledge three adults can easily 

text of paths, seating areas, and a stage. group toaetl1er. Also, the visual and 
spatial proximity of seating areas malres 

A specialized and ~'P'Jlar type of it coll,enieIlt to motre from one area, to 
~eol?le-watching a t  Colulxbus Circle is The physical c~laracteristics of 
brirl-watcl1ing. The arrangement of seat- ~~~~~b~~ Circle are highly 
ing areas and the stage serves this be- with gregarious 
"avior remar'cab'~ well* The stage is Related to ~eop~e-watc~ l ing  and Social- 
not only the most visual17 accessible to izing the aetipilj7 of 
other seating areas, hut i t  is also the (Waitillg for spent aneoU to 
optimal sunning area. On a clear sum- occur), At least two are w- 
nler day, female office workers take lo gilired of a behilvior setting so it 
the stage, with their ellins uptilted be for ilanginp out :  first, i t  
tow2"d the and their legs out- ,nust seme 21s a po13ulnl. rnthel.ing place ; 
stretched in a11 unmistakable sunning and, second, easy Biewillg of tire sl,ace 
pose. Of course, some are  less dramatic must be already discussed, 
and sinlply sit normally postured and columbus circle both tllese 
chat with friends. Whether or not they conditions. 
perform on the stage, their presence Columbus circle is, in awjlere 
encourages the presence of other groups the action is.99 Individuals to 
in nearby viewing areas - specifically of the physical ,md to 
male white-collar worliers and construe- interact socially with each other ill 
tion workers. variety of ways, The milieu can be seen 

When interviewed, both these groups to exlcourage these pursuits. 

404 



Clinton Square 
Clinton Square is a spacious park 

situated in the northern part  of the CBD 
a t  the intersection omf two major four 
lane arteries (fig. 1 and 4).  The space 
is bordered on three sides - north, east, 
and west - by busy streets and is bi- 
sected by a major boulevard. The park 
essentially comprises two large grassy, 
relatively peaceful islands protected by 
dense shrubs and spruce trees from 
enveloping currents of traffic. 

Strictly speaking, Clinton Square is 
probably two behavior settings rather 
than one. The southern part,  with its 

fountain, its relatively tranquil southern 
boundary, and its proximity to shopping, 
is easily the most popular. Our focus 
will be on this section. 

Clinton Square is surrounded by 
municipal and commercial buildings; 
however, they a r e  all separated from the 
Square by streets and parking lots. The 
buildings serve mainly as  a backdrop to 
openness. Major employers are  located 
nearby to the north and west of the 
Square. Because the principal lunchtime 
pedestrian flow is towards the main 
street on the park's eastern border, 
Clinton Square is a major pedestrian 

Figure 4.-Clinton Square with i ts  two parts, the fountain section to the south 
and the monument section to the north. 
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intersection a t  the noon hour. On the 
average, about 35 people use Clinton 
Square a t  lunchtime - slightly less than 
half the number using Columbus Circle. 

Two user groups from the mainstay 
of the Clinton Square behavior setting: 
female office workers and construction 
workers. Interaction between the two 
groups plays little part  in the character 
of the behavior setting. 

Besides eating, only two types of be- 
havior a re  common in the setting: 
socializing and "getting away" (any of 
a variety of solitary behaviors such as 
daydreaming, sleeping, and reading). 
The behavior setting is relatively quiet, 
and separate behaviors within the space 
are  only tenuously integrated. 

Socializing is the most commonly ob- 
served behavior in the setting. I t  is, 
however, a different variety than the 
type described in Columbus Circle. Peo- 
ple come to Clinton Square in small 
groups, or they meet people there; they 
do not come to partake of a bustling 
social scene. Individuals are not seen 
visiting from group to group. Instead, 
private conversation and intimacy 
characterize the gatherings. 

This type of low-key social scene 
can be better understood by examin- 
ing the morphological aspects of Clinton 
Square's milieu. Intimate socializing is 
fostered by the compartmental structure 
and the limited sealing of Clinton 
Square. The park is a series of seating 
areas separated by thick hedges, trees, 
and a fountain. The vegetation bar- 
riers provide both visual and acoustic 
insulation. Viewing lanes are  generally 
not well developed, and i t  is impossible 
to scan the whole setting from any par- 
ticular position. 

Notice that  despite the presence of 
feniale office workers, the highly com- 
patible groups of male white-collar 
workers are not present. The barriers 
are  so formidable that they restrict even 
the most aggressive girl-watchers - 
construction workers - to simple con- 
versation among themselves. These 

characteristics not only make i t  difficult 
to feel a part of a large spontaneous 
social happening, but they also decrease 
the sense of protection characteristic of 
a highly integrated behavior setting. 
People can more easily feel vulnerable 
when separate from a large group. Also, 
the barriers make i t  difficult to assess 
possible threats present in the situation. 
These morphological restrictions on in- 
teraction and on situational legibility en- 
courage many users to come to Clinton 
Square with their social companions 
rather than seek them in the space. 

The other common behavior in the 
setting is "getting away". As just dis- 
cussed, the morphology of Clinton 
Square provides ample privacy for any 
behavior from this set of solitary activ- 
ities. Also, because of the morphology's 
effect on the nature of the socializing 
occurring in the behavior setting, 
solitary behavior blends well with the 
other common behavior. Getting away 
is not only physically possible but also 
socially consistent. 

CONCLUSION 
In comparing the lunchtime behavior 

settings a t  Columbus Circle and Clinton 
Square, we have seen the principle of 
behavior-milieu synomorphism in opera- 
tion. 

Each space has approximately the 
same contextual properties : easy access 
by all major user groups, a large num- 
ber of potential participants, and prox- 
imity to restaurants and shops. Each 
space is a perceptual central place. Each 
space offers a similarly pleasant esthetic 
experience. 

Yet, despite a host of similarities, two 
distinctly different behavior settings 
emerge from these spaces. We have seen 
that  differences in behavior patterns can 
be directly linked to milieu differences. 
We have also specified some of the phy- 
sical and social mechanisms by which 
this linkage occurs. Participants in 
these behavior settings respond to the 
physical pleasures of sun and attractive 



sights and sounds. They also engage or 
disengage in a variety of social inter- 
actions such as talking to, watching, 
being watched by, and avoiding other 
people. We have seen how people, as 
physical and social entities, respond to 
different milieus to create different 
standing patterns of behavior. 

It is often a tricky exercise to discuss 
the genuine behavioral significance of 
the environment free from determin- 
istic overtones. Par t  of the problem is 
an  inadequate vocabulary. In our dis- 
cussion of Columbus Circle and Clinton 
Square, we have demonstrated that  some 
of the concepts of ecological psychology 
can solve that problem. Within Barker's 
conceptual framework, we discussed be- 
havior which was compatible with the 
milieu rather than behavior which was 

the product of the milieu. We discussed 
enduring s tanding pat terns  o f  behavior 
rather than bogging down in simple 
behavior. We noted that  standing pat- 
terns of behavior and.  milieu were com- 
patible in behavior settings w i t h o u t  
depriving individuals, even large num- 
bers of individuals, of the freedom to 
behave in ways that  are  totally incom- 
patible with the milieu. We feel that  
these concepts offer a profitable alterna- 
tive to determinism - either physical or 
social - for those interested in en- 
vironments and behavior. 
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Perception of High-density Living 
in Hong Kong 

by LAWRENCE H. TRAVERS, assistant professor, State University 
of New York, College of Arts and Science, Oswego, N. Y. 

ABSTRACT.-Analysis of the Hong Kong experience of adaptation 
to urban living can provide insights into some of the problems that 
can be expected to occur in the rapidly expanding cities of the 
Third World. Population densities in Hong Kong are among the 
highest in the world, exceeding 400,000 persons per square mile in 
parts of Kowloon. Research based upon residence in a worker's 
dormitory and interviews with workers reveals a variety of adaptive 
strategies employed by people to cope with the stress of the 
crowded urban environment. An understanding of the individual's 
ability to adjust to the stress of high-density living must consider 
the meaning of density as a concept in the culture in addition to 
social and cultural norms. 

DESPITE DECADES OF CONCERN 
about the possible effects of high 

living densities upon human behavior, 
we know very little about mankind's 
ability t o  adapt  to crowded conditions. 
Fears  persist t ha t  the  presence of a be- 
havioral sink among r a t  populations 
forced to  live in very crowded quarters 
(Calhoun 1 9 6 2 )  might have a correlate 
in human populations. Perhaps rather  
than simply observing human behavior 
in dense conditions, we might more 
profitably at tempt to uncover the  mean- 
ing of different crowded living situa- 
tions for  individuals in different so- 
cieties. Analysis of the perceptions, a s  
well a s  the  behavior, of the  inhabitants 
of cities like Hong Kong might help us 
t o  understand better why some areas of 
the  world already overcrowded by most 
standards fail t o  exhibit a t rue  be- 
havioral sink. 

Information about the concept of 
density was obtained by interviewing 
young Chinese worker-students in Hong 
Kong. F o r  eight months in 1973 I lived 
in a worker's dormitory in Ngau Tau 
Kok, site of several large public-housing 
estates for  low-income families and re- 
settled squatters. Impressions were 
gained by living a s  much a s  possible the 
life of the  residents of the area, through 

informal conversations with many of the  
residents, and through structured inter- 
views with cooperative individuals. 

ACTUAL POPULATION DENSITIES 
Densities in Hong Kong a r e  among 

the highest in the world. In  1971 the  
Mongkok area in Kowloon had a density 
of 154,677 persons per square kilometer 
(or  400,612 persons per square mile) 
which is almost five times the  living den- 
sity of Manhattan Island (H. K. Census 
& Statistics Dept. 1 9 7 1 ) .  In  the area  
studied, the  average family of five lives 
in a single room of about 120 square 
feet. Although in the  newer housing 
estates each room has its own toilet and 
cooking space, in the  older estates wash- 
ing  and toilet facilities a r e  communal, 
and cooking is done on the exterior 
balcony which also serves a s  a corridor. 

Though nearly half of the  colony's 
population lives in such public housing, 
in 1971 there were still almost 30,000 
squatters on the  rooftops and hillsides in 
the urban area and 35,000 living in 
areas about the  size of a bed-space. The 
congestioi-L and crowded conditions in 
which nearly 4 million persons a re  liv- 
ing in less than  13 square miles of built- 
up  land must  truly be seen to be believed. 

Crowded urban environments are, of 



course, nothing new to the Chinese 
people. The Fengsheng neighborhood in 
Peking, considered to be fairly typical 
of other parts of that  city, had a density 
of over 91,000 persons per square mile 
in 1972 (Side1 1974) .  Most of the build- 
ings there were reported to be one- or 
two-story structures. Li Choh Ming 
(1959)  has calculated that  in 1957 the 
average housing space per capita in 175 
Chinese cities was 3.5 square meters, 
varying from 4.9 in small cities to 2.2 
in big cities. Of necessity Chinese both 
in China and in Hong Kong have learned 
to adapt to crowded living conditions. 

PERCEPTION OF 
POPULATION DENSITY 

To obtain comparable data about the 
Chinese perception of the urban area, 
46 male adolescent workers attending 
evening classes a t  a secondary school in 
Kowloon were interviewed. Each was 
asked to indicate on a six-interval scale 
his familiarity with 58 urban districts 
(fig. 1 ) .  The students were then given 
a second questionnaire, which required 
them to estimate as best they could the 
average population density for the same 
58 urban districts on a six-interval scale. 

Figure I.-Familiarity with the Hong Kong and Kowloon urban area; 46 workers 
attending a school marked by a dot  have been averaged together. Darker 
shading indicates greater familiarity. 
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Estimations of the density of different 
parts of the urban area reflect knowl- 
edge of those areas obtained in several 
ways. Knowledge gained by travelling 
along the streets of the city, the "action 
space" concept of urban geography, can 
be termed experiential familiarity. Re- 
sponses to both questionnaires clearly 
reflect this type of knowledge. A second 
type of familiarity, observational, is also 
apparent in the case of districts such 
as  the Peak. Home of the Colony's most 
wealthy residents, the Peak can be seen 
from many parts of the city, and even if 
one has never been there it is not dif- 
ficult to formulate ideas about the type 
of housing and number of persons living 
there. Observational familiarity plays 
an  important role in forming the image 
of Hong Kong and Kowloon, twin cities 
separated by a deep harbor and fringed 
by hills. 

Other parts of the urban area never 
visited nor observable from afar  can 
still be known by what I have termed 
informational familiarity. Newspapers, 
television, and acquaintances a re  all 
sources of information about unfamiliar 
places in the city. Of course, most often 
what one knows of the city and of the 
population density of any particular 
part  of i t  is an  amalgam of these three 
types of familiarity. The individual is 
constantly bombarded with information ; 
and while most is quickly forgotten, im- 
pressions of the urban environment 
remain. 

Due to the fact that  the format of the 
density questionnaire required a n  esti- 
mation of the population density, which 
might be unfamiliar to some individuals, 
i t  was necessary to weight each response 
to the density questionnaire by the in- 
dividual's response to each item on the 
familiarity questionnaire. The students' 
estimations of the population density 
could then be averaged and mapped 
(fig. 2 ) .  

The averaged familiarity surface 
(fig. 1) indicates, as expected, that  the 
district in which the school is located 

and where a majority of the students 
reside is most familiar. Major trans- 
portation corridors and business dis- 
tricts a re  well known; high-income 
residential areas, the urban fringe, and 
most of Hong Kong Island across the 
harbor are  not very familiar. 

The perceived population-density map 
(fig. 2) provides a generalized view of 
how these students view crowding and 
population density in their city. I t  in- 
dicates a high degree of uniformity as to 
which parts of the urban area a re  most 
crowded and which a re  least crowded. 
Surprisingly, the district in which most 
of the students live is not felt to be 
among the most' crowded. This area, 
Ngau Tau Kok/Jordan Valley, had been 
selected for study because i t  was felt to 
be typical of the most densely populated 
residential areas in the city. 

Assessment of the young worker- 
students' view of population density en- 
tailed comparing their perceptions with 
some measure of the actual population 
density for various parts of the city. 
This was accomplished by comparing 
the students' estimations with two very 
different measures of population den- 
sity: net residential floor area per per- 
son and the number of persons per 
square kilometer for each urban district. 

Net residential floor area per person 
is a measure of the degree of overcrowd- 
ing in living quarters. I t  is calculated 
as one-half of the total floor area of a 
residential building, thus excluding 
kitchens, toilets, bathrooms, corridors, 
staircases, and landings. This informa- 
tion for 97 planning areas in the city 
was made available by the Crown Land 
& Survey Office of the Hong Kong Gov- 
ernment. Aggregated to 58 districts and 
standardized, these data could then be 
compared with the standardized scores 
of the estimated population density, 
using Spearman's rank correlation. 
There is no similarity between the per- 
ceived and actual density measures for  
districts in Kowloon (r, = -0.06) and 



Figure 2.-The perception of urban area population density. Darker shading 
indicates more densely areas. 

j Population Density as Perceived by Students of 

/ Maryknoll Practical School - Jordan Valley 

only minor similarity for districts lo- 
cated on Hong Kong Island (r, = 0.52). 

The population density perceived by 
worker-students is much closer to the 
other measure of density, the number of 
persons per square kilometer. The num- 
ber of persons living in each city block 
was available from the 1971 Hong Kong 
Census of Population; the area of each 
of the 58 districts was measured, using 
a polar planimeter. Comparison of the 
perceived density measure with the 

number of persons per square kilometer 
shows a high degree of correlation. The 
similarity is highest for districts on 
Hong Kong Island (r, = 0.88) and only 
slightly lower for districts in Kowloon 
(r, = 0.83). 

DISCUSSION 
The fact that  worker-students' per- 

ceptions of the urban population density 
closely approximates the actual number 
of persons per square kilometer reveals 



Figure 3.-Actual population density of the urban area computed as the ratio 
of net residential floor area per person. 

something about their concept of den- 
sity. While i t  is highly unlikely that  
these individuals had in mind any idea 
as  complex as  "number of persons per 
square kilometer," they probably were 
interpreting the concept of dense or 
crowded conditions to mean the every- 
day sidewalk population of each urban 
district. An area of the city is con- 

sidered densely populated in terms of 
the number of people one should expect 
to observe and rub shoulders with when 
walking the streets of the city. 

Despite the fact that  most of the 
urban area, except for that  inhabited 
by the very rich, has a net residential 
floor area of 25 square feet per person, 
this uniformity of living density was not 



perceived by the respondents. Perhaps 
this type of density is less obvious, be- 
ing hidden behind the facades of count- 
less buildings. More likely, i t  indicates 
that  the term for dense, crowded condi- 
tions, chkuhmaht in Cantonese, is not 
usually identified with lack of space in 
one's living quarters. Indeed, as  Good- 
stadt (1969) and Hopkins (1971) have 
shown, the quality and amount of dwel- 
ling space a re  not a major concern of 
most Hong Kong Chinese. Only the very 
wealthy in Hong Kong can improve 
their living accommodations; all others 
must be content with a place in which to 
cook, sleep, and store possessions. 

Despite such high densities, the 
Chinese in Hong Kong appear to have 
made a successful adjustment to the 
present situation. Several studies have 
revealed that  the Chinese family in 
Hong Kong has learned well how to cope 
with the environmental stress of crowd- 
ing. Schmitt (1963) found little rela- 

tionship between density and crime 
rates or morbidity. Mitchell (1971) 
found a high tolerance for crowded liv- 
ing conditions among Chinese so long as  
only one household occupied the dwelling 
unit. On the other hand, Anderson 
(1972) found that  even when three 
families were forced by economic cir- 
cumstances to live together, the situa- 
tion was made tolerable by the adoption 
of behavioral norms that  were rigidly 
enforced by all. These studies reinforce 
the finding of Kaye (1960), who studied 
the Chinese inhabitants of an  old lane 
in Singapore. She found a highly struc- 
tured code of behavior for both children 
and adults. 

In Ngau Tau Kok, most- families are  
highly tolerant of their neighbor's activ- 
ities. The clacking of plastic tiles in 
playing the game of Mahjong a t  3 a.m. 
and children playing in the corridors of 
the buildings is no cause for one to be- 
come angry. Arguments, even when of 

Figure 4.-Actual population density map of Hong Kong computed as the 
number of persons per square kilometer. 



a very personal nature, are carried on in 
public, and neighbors often become 
involved. 

Individuals spend as much time as 
possible outside the home, and many 
young adults return only to eat and 
sleep. Housewives shop in street mar- 
kets a t  least twice daily, carrying their 
infants on their backs ; young unmarried 
workers enroll in evening courses a t  
schools ; husbands returning home after 
working 10 hours escape into the fan- 
tasy world of television. 

Some methods of coping with the 
crowded urban environment, on the 
other hand, show evidence of what 
might be called social pathologies. De- 
spite the relatively low incidence of 
serious crime, many people live in a 
world of fear where every young male 
is believed to be a potential robber or 
mugger. The doors and windows of 
every home are  barred with special steel 
gates; the city imprisons itself each 
night. Drugs and gambling are serious 
problems throughout much of the urban 
area. Little concern is shown for any- 
one in need who is not a relative or close 
friend. However, this social anomaly, 
often described by social workers and 
government officials, is probably not as 
much a result of the crowded living 
conditions as of the continued inability 
of most Chinese to identify with a 
foreign colonial government. Alienated 
from his homeland in China and un- 
certain of the future political status of 
the colony, many individuals have 
simply ceased caring about anyone out- 
side the family. 

CONCLUSION 

living densities that  most Westerners 
would find intolerable. The ability of 
individuals and families in other so- 
cieties to adjust to such high living 
densities in the rapidly growing cities of 
the Third World is difficult to predict 
because few places have yet experienced 
the densities of urban Hong Kong and 
Kowloon. Assessment of their ability to 
adjust must take into consideration the 
individuals' psychological perceptions of 
density in addition to the social and 
cultural norms of the society. 
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ABSTRACT.-The effect that land-use relationships have upon 
perceived quality of the visual landscape is discussed, and a case 
is made for expansion of fit-misfit theory into what has been called 
visual land-use compatibility. An assessment methodology that 
was designed to test people's perceptions of land-use relationships 
is presented and the results are discussed. 

YSIS of visual landscape quality, the 
parameters used most often a re  land- 
scape diversity, landscape contrast, and 
landscape complexity (Fabos 1973, 
Green 1972). In most of the assessment 
techniques, only the quantitative aspects 
of land-use adjacencies a re  considered. 
They consider only the length of the ad- 
jacency and degree of contrast between 
land uses. There is much evidence that  
people do indeed respond in a positive 
way to  complexity and contrast (Berlyne 
1963, Day 1967, Munsinger and Kessen 
1964, Lechart and Bakam 1965). None- 
theless, we are faced with the very real 
possibility that  many of the land uses 
that  contribute to contrast or complexity 
a r e  themselves undesirable or are  incom- 
patible with other adjacent uses. This 
raises the need for a technique for 
qualitative assessment of land use 
relationships. 

A review of historically related plan- 
ning literature reveals that  man has 
always been concerned with relation- 
ships between land uses in the develop- 
ment of communities. Early cities, for  
instance, were placed along or near 
bodies of water that  provided the in- 
habitants with an  adequate supply of 
water, transportation, waste disposal, 

and security from invading forces. This 
same need for security had a great in- 
fluence on other development patterns. 
Forest land was not maintained im- 
mediately adjacent to communities be- 
cause i t  provided concealment for at- 
tacking forces. Agricultural land on the 
outskirts of the cities not only provided 
necessary farm produc'ts, but also al- 
lowed ready observation of approaching 
visitors (Mumford 1961). A less justi- 
fied but nonetheless very real fear of the 
forest as a wilderness home of wild 
beasts and monsters further influenced 
the forest-town relationship (Nash 
1967). When the first Europeans ar- 
rived in America, the wild and natural 
environment they found reinforced these 
perceptions. Protection from the real 
and imagined enemies that  lurked in the 
vast wilderness and development of 
farmlands led in part  to the removal of 
much of the forest land throughout New 
England. 

Late in the nineteenth century in the 
United States as  well as  Europe, per- 
ceptions of land-use relationships had 
begun to change. The romantic land- 
scape movement in England and the 
subsequent park movement in the 
United States were the first evidences 
of these perceptual changes. In England, 



these movements were led by William 
Kent, Capability Brown, and Humphrey 
Repton. American leaders included 
Andrew Jackson Downing, Frederick 
Law Olmstead, and John Muir. By this 
time, people were beginning to see the 
value of natural elements in the land- 
scape. 

Early interest in land-use relation- 
ships was reflected in nuisance law. 
"While many land use incompatibilities 
are a product of physical damage flow- 
ing from close proximity, in many cases 
the conflict is predicted solely on matters 
of taste and preference rather than an 
observable physical effect" (Mandelker 
197'0). By late in the nineteenth cen- 
tury, the separation of incompatible 
land uses had begun to take the form of 
present-day zoning. In  the 1880s or 90s, 
Chinese laundry establishments in San 
Francisco were prohibited or restricted 
in certain parts of the city. When con- 
tested, the decisions were upheld in the 
courts as being valid use of the police 
power. Early in the twentieth century, 
zoning ordinances had become the com- 
mon form of land-use regulation in the 
United States. The ordinance enacted in 
New York City in 1916 was the first of 
these (Toll 1969). Since that  time, zon- 
ing has become the most widely used 
method of land-use control and clearly 
represents a concern for the separation 
of what are perceived to be incompatible 
uses. 

In developing methodologies for as- 
sessing metropolitan landscapes, land- 
use compatibility may be an  important 
parameter. Although recent research 
has shown that land-use compatibility 
plays an  insignificant role in influencing 
perception of visual quality a t  the 
natural end of the landscape continuum, 
(Anderson et. al. 1976), i t  may play a 
major role a t  the urban end. This is 
explained by the fact that  nearly all 
elements in a natural landscape are  
found to be compatible with one another, 
while the metropolitan landscape is 
made up of a variety of elements that  

are incompatible. Those rare elements 
found in the natural landscape that  a re  
incompatible with their surroundings 
can be treated as misfits. The occurance 
of incompatible uses in the metropolitan 
landscape is so frequent that  they can- 
not really be termed misfit. Thus the  
application of land-use compatibility 
concepts to the metropolitan landscape 
can be thought of as an extension of 
misfit theory. 

The research reported here was con- 
ducted to develop a methodology for  as- 
sessing visual land-use compatibility in 
the metropolitan landscape. This re- 
search represents only a small part of a 
larger ongoing project a t  the University 
of Massachusetts, called the Metropol- 
itan Landscape Planning Project (MET- 
LAND). 

METHODS 
This research had three primary ob- 

jectives. The first was to identify a 
technique that  could be used to deter- 
mine compatibility values for possible 
land-use adjacencies in the metropo,litan 
landscape. The second was to translate 
these values into a procedure for as- 
signing actual scores to the landscape. 
The third was to apply the entire pro- 
cedure to a study area in the Boston 
metropolitan area. 

Although there is considerable liter- 
ature about land-use compatibility, no, 
clear technique for determining values 
exists. To resolve this problem, a test- 
ing procedure was designed. It was 
hypothesized that the relationship be- 
tween two adjacent land uses may be 
a function of the effect that  each land 
use has upon the other. That is, the 
relationship between land uses A and B 
would be a function of the effect that  
A has on B and the effect that  B has on 
A. Furthermore, the effect of A on B 
might be significantly different from the 
effect of B on A. For example, in con- 
sideration of a forest/residential adja- 
cency, the effect of the forest upon the 
residential areas might be positive while 



the effect of the residential area upon 
the forest might be negative. Thus the 
combination of these two effects could 
be considered a parameter of visual 
land-use compatibility. 

The METLAND Study has used a 
land-use classification system generated 
from aerial photography by the Depart- 
ment of Forestry a t  the University of 
Massachusetts (MncConnell1972). Since 
its initial development, the system has 
been modified and expanded, and with 
the addition of several urban uses i t  now 
includes 126 distinct land types. This 
same classification system was used as a 
basis for the land-use compatibility com- 
ponent of the study. A few simple eal- 
culations show that  this system gen- 
erates an  enormous number of land-use 
adjacencies. Using the formula 

n2-n 
A=- 

2 
where A is the total number of possible 
adjacencies, and n is the number of land 
uses, we find that  there are  7,875 130s- 
sible adjacencies. Obviously i t  is impos- 
sible to consider the visual compatibility 
of such a large number of adjacencies. 
Furthermore, the distinctions that  can 
be made among many of these 126 land 
uses are  relatively insignificant, espe- 
cially with respect to visual character- 
istics. For  instance, the difference 
between two forest types - H3A and 
H4A - is only in the heights of the 
trees, 30 feet and 40 feet respectively. 
Both are  relatively mature forests, and 
the visual distinction is slight. 

The first task was to find a technique 
for aggregating these 126 land uses into 
a smaller number of common types. It 
seemed that  the maximum number of 
adjacencies that  could be considered was 
approximately 100. This meant that  
the 126 types would need to be collapsed 
into 15 or  fewer general classes (15 
types would produce 110 adjacencies). 

To accomplish this aggregation, a 
group of designers, planners, and re- 
source managers were asked to sort 126 

cards, each describing a land use, into 
9 categories ranging from most man- 
made to most natural. Examination of 
the data received from this survey 
identified 10 distinct groups consisting 
of land uses with similar visual charac- 
teristics. For  example, all of the land- 
use types that  fell into the wetland 
category were obviously associated with 
water, consisted primarily of low vegeta- 
tion, and lacked man-made structures; 
while those types that  fell into the in- 
dustry category were represented by 
large densely-built structures and a lack 
of vegetation or open land. An eleventh 
category, open water, was added because 
of its importance in influencing percep- 
tions. These 11 general land-use groups, 
each representing a number of more 
specific land-use types having similar 
characteristics, were chosen for further 
study. 

In any research of this nature, i t  is 
desirable to obtain as large a sample as  
possible. Generally the larger the 
sample, the more valid will be the re- 
sults. However, other constraints such 
as  limited personnel, finances, and time 
place restrictions upon the number of 
responses that  can be obtained. For this 
study, i t  appeared that  50 responses 
was the maximum number that  could be 
gathered in the time available and was 
an adequate number to achieve the de- 
sired results. To test a wide cross-see- 
tion of the population, the 50 respon- 
dents were selected from 5 subgroups : 
designers (architects, landscape archi- 
tects, and interior designers), planners 
(regional planners and community plan- 
ers) ,  realtors, conservationists, and non- 
professionals. It should be noted that  
nonprofessionals as used here is meant 
to include people who a re  not familiar 
with land-use related issues. Ten in- 
dividuals from each of these 5 groups 
provided the sample of 50 respondents. 

To elicit responses from participants, 
some sort of environmental stimulus is 
needed. This stimulus can be as simple 
as  a written description, or as  complex 



( to administer) as an actual on-site 
inspection. Again, time and money con- 
straints greatly influenced our choice of 
a procedure. For this study black-and- 
white photographic prints of the eleven 
general land-use types were selected. 
Recognizing the difficulty in locating 
typical examples of each land use, we 
decided to produce 3 sets of photographs 
of the 11 general types. 

An attempt was also made to control 
as many variables as possible in the 
photographs. The following criteria 
were used in selecting and photograph- 
ing examples of land uses : 

All photographs were taken on sunny 
cloudless days in late spring between 
the hours of 10 :00 a.m. and 2 :00 p.m. 
Topographic relief was held constant 
in all photographs. Only sites with 
slightly rolling or flat topography 
were photographed. 
The amount of foreground was kept 
constant in all the photographs. This 
was accomplished by keeping the 
foreground line a t  the same position 
in the view finder of the camera for 
each photograph. 
The horizon line was kept constant 
in all the photographs. 
All photographs were taken from a 
normal viewer position. 
Each photograph was to represent 
only one land use. 

To maintain consistency of procedure, 
all of the 50 surveys were administered 
by the author. Each participant in each 
subgroup was randomly assigned to one 
of the three sets of photographs so that  
3 persons from each group responded to 
set A, 4 to set B, and 3 to set C. Each 
participant was shown all 11 photo- 
graphs so that  he or  she would be 
familiar with the general land-use types. 
After this, one of the photographs, 
randomly selected, was placed on the 
participant's left. The remaining 10 
photographs were then presented in a 
predetermined random order on the 
right. In all cases the participant was 

asked to respond to the following 
question : 

If the two land uses represented by 
the photographs you a re  observing 
were adjacent to one another, how 
would the land use on the right af- 
fect the visual quality of the land 
use on the left? 
After all 10 photographs had ap- 

peared on the right, a different photo- 
graph was placed on the left, and the 
procedure was repeated until all 11 
photographs had appeared on the left 
and had been compared with the other 
10, making a total of 110 observations. 
The participants were asked to record 
their responses on the following scale : 

-3 -2 -1 0 +1 +2 +3 

If the land use represented by the photo- 
graph on the right had no effect upon 
the visual quality of the land use rep- 
resented by the photograph on the left, 
the participant was asked to record his 
response in the space marked 0. If the 
one on the right enhanced the one on the 
left, the response would be recorded in 
the appropriate space on the positive 
side of the scale. If the one on the right 
detracted from the one on the left, the 
response would be recorded on the nega- 
tive side of the scale. 

FINDINGS 
The results of the survey. are pre- 

sented here in two ways, first in relation 
to the consistency of the responses be- 
tween the five subgroups and secondly, 
in relation to the actual compatibility 
values themselves. I t  was assumed at  
the outset that the extent of agreement 
among participants would not be the 
sanie for all of the adjacencies. To test 
this assumption, an analysis of variance 
was conducted to examine the variance 
between the 5 groups for each of the 
110 observations (fig. 1 ) . I t  should be 
noted that  each relationship in the 
matrix, representing a possible adja- 
cency, is derived from the combination 
of two observations. If there were no 



Figure I .-Extent of agreement matrix. 
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disagreement between groups for either 
of the  two observations, the agreement 
on that  relationship was considered to 
be high ; if there were disagreement be- 
tween groups on one of the observations, 
the agreement on that  relationship was 
considered to be low; and if there were 
disagreement between groups on both 
of the observations, there was con- 
sidered to be no agreement on that  re- 
lationship. There was considered to be 
disagreement on an observation when 
the scores from the 5 groups were found 
to  be different a t  the 95-percent confi- 
dence level. 

The actual compatibility values are 
recorded in figure 2. Again i t  should be 
noted that  each of these values repre- 
sents the scores obtained for two ob- 
servations. The mean scores of all 50 
participants for each of the 2 observa- 
tions were added to derive the single 
value for each adjacency. The values 
were found to range from a low of 
-1.98 to a high of 4.78, which when 
nornlalized vary between 0 and 6.76. 
These values were then distributed into 
the four classes of visual land-use 
compatibility listed below : 

High compatibility 4.51 - 6.76 
Medium compatibility 3.01 - 4.50 
Low compatibility 1.51 - 3.00 
No compatibility 0 - 1.50 
These visual land-use compatibility 

ratings (fig. 2) were applied to a pre- 
existing assessment technique. A further 
discussion of that  technique can be 
found in Fabos (1973) or Hendrix 
( 1  973).  

CONCLUSIONS 
Several conclusions can be drawn 

from this study. It seems reasonable to 
expand the concept of misfit into a 
broader concept that  expresses the rela- 
tionships that  exist between adjacent 
land uses. That is, people respond to all 
manner of relationships, not just to 
those that represent misfits. 

This research was not designed to 
examine the multivariate aspects of 

land-use compatibility. The survey was 
made in such a way as to elicit responses 
about the visual aspect of compatibility 
only. In  spite of this, several partici- 
pants expressed concern for other aspects 
while being interviewed. Housewives, 
for instance, commented about the 
safety aspects of a housing and trans- 
portation adjacency. Similarly, many 
participants seemed to be concerned 
about other than visual aspects when 
confronted with an  adjacency involving 
wetlands. While the developers expres- 
sed economic interests, the conservation- 
ists seemed to be concerned with pollution 
and loss of wildlife habitat. This may 
in part explain why there is so little 
agreement about wetlands adjacencies 
between groups (fig. 1) .  I t  could be 
concluded that  more research, perhaps 
by environmental psychologists, is 
needed to resolve this problem. 
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METROPOLITAN PLANNING AND DESIGN 

A Computerized Model for Integrating 
the Physical Environmental Factors into 

Metropolitan Landscape Planning 

by JULIUS GY F A ~ O S  and KIMBALL H. FERRIS, respectively 
professor in landscape planning and research associate, 
University of Massachusetts, Amherst, Mass. This study has been 
supported primarily by the University of Massachusetts Agricultural 
Experiment Station (Paper No. 1059). Additional support has 
been received from the U. S. Department of Interior Office of 
Water Resources Research and the USDA Forest Service, North- 
Eastern Forest Experiment Station, through the Pinchot lnstitute for 
Environmental Forestry Research, Consortium for Environmental 
Forestry Studies. 

ABSTRACT.-This paper justifies and illustrates (in simplified 
form) a landscape planning approach to the environmental man- 
agement of the metropolitan landscape. The model utilizes a 
computerized assessment and mapping system, which exhibits a 
recent advancement in computer technology that allows for greater 
accuracy and the weighting of different values when mapping at 
the regional scale. It assesses resource, hazardous, and develop- 
mentally suitable areas in order to determine the consequences of 
development in these areas, and to channel development to the 
most environmentally appropriate of these areas. 

PHYSICAL ASSESSMENT and plan- 
ning models have traditionally been 

developed to deal with four aspects of 
landscape resources. These a re  quality, 
quantity, location, and distribution. 
When these four aspects of the  physical 
environmental resources a r e  known, de- 
cision-makers a r e  able to make better 
trade-off decisions. 

Landscape-planning procedures dur-  
ing the 1960s provided decision-makers 
with relatively useful composite maps 
showing where higher-quality landscape 
resource occurred in large quantities. 
These early planning processes, how- 
ever, were not able to distinguish the 
values of the various resources. The  
computerized model described here rep- 
resents a parametric approach to land- 

scape planning tha t  has the capability 
of weighting the  values derived from 
perceived environmental quality. The  
model was designed primarily for  those 
landscapes tha t  a r e  experiencing major  
development pressures a t  this time. 

This paper is a summary of the most 
recent assessment model developed by a 
University of Massachusetts research 
team named METLAND. I t s  objective 
is to present a n  environmental/land- 
scape assessment procedure tha t  can be 
used to  estimate : those special resource 
values thought to be essential for  metro- 
politan population ; potential natural  
and man-made hazards resulting from 
poor land-use decisions; a n  assessment 
of environmental opportunities for  de- 
velopment termed developmental suit- 



ability and the production of an  
ecologically acceptable use type, develop- 
ment, density, and distribution plan of 
the Boston metropolitan region. 

Since the second world war, metro- 
politanization has been one of the major 
contributors to environmental degrada- 
tion. In  contrast to the highly concen- 
trated cities of the early industrial 
nations, which comprised only a few 
square miles, this new metropolitan 
growth extends its effects for several 
thousand square miles. Metropolitan 
regions a r e  often interconnected to form 
megalopolitan regions such as the ur- 
banized Northeastern Seaboard of the 
United States (Got tman  1961) .  Since 
the 1950s this region has spread over 
more than 35,000 square miles of the 
landscape. 

This mammoth metropolitanization 
has precipitated many undesirable side 
effects. It has eliminated or impaired 
untold acres of valuable natural re- 
sources such as water, upon which all 
life depends. Much of the development 
has occurred in areas subject to hazards 
such as  flooding, noise, or a i r  pollution. 
Developers selecting sites for develop- 
ment often did so in blatant disregrad 
of existing site characteristics. As a re- 
sult, wetlands have been filled, unneces- 
sary erosion problems have occurred, 
and developments have been located in 
climatically disadvantageous areas such 
as  slopes facing into prevailing winter 
winds. Moreover, esthetic opportunities 
of developing areas have largely been 
ignored. Finally, the natural energy 
flow of existing ecological systems has 
been seriously taxed because of an  al- 
most total lack of concern for basic 
ecological principles in the planning of 
metropolitan landscapes ( O d u m  1969) .  
In responding to these problems, a sub- 
field of planning or regional design has 
emerged under the name of landscnpe 
planning. 

The METLAND research group noted 
above, comprised of over 16 researchers, 
is concerned with these landscape-plan- 

ning problems. The group has been 
developing and refining landscape-as- 
sessment procedures since 1971 (Fnbos 
1973).  These procedures a re  aimed a t  
providing a meaningful and useful tool 
to aid all regions exposed to metropol- 
itan growth pressures. More specifically, 
however, the study focuses on the 
problems of the Boston Metropolitan 
region, which has relentlessly expanded 
to engulf over 2,500 square miles, or al- 
most half of the State of Massachusetts 
(Ferr i s  and Fabos 1974).  

The model, although still in the 
process of development, is sufficiently 
advanced to show the step-by-step pro- 
cedure used in its four components. The 
specific purpose of this paper is to put 
into perspective and illustrate in simpli- 
fied form the significance of synthesiz- 
ing the information generated by these 
components. Examples of some of the 
specific procedures for  gathering assess- 
ment information may be seen in other 
METLAND papers included in these 
proceedings (Caswell  ctnd Jnkus,  Fahrer  
and Peters,  Hendrix ,  and Joyner  and 
others) .  

An additional specific aim is to show 
the capabilities of the second generation 
computer graphic tools. These are  used 
to integrate the values of the many land- 
scape variables and the four components 
listed above and to study the cause-effect 
relationships of development and impact 
prior to implementation. In addition, 
these tools demonstrate how the existing 
research results of several disciplines 
can be used as input in an  environmental 
or landscape-planning model. 

IMPETUS FOR THE METLAND STUDY 
The environmental or landscape plan- 

ning considerations discussed here a re  
certainly not new. Charles Eliot 11, the 
founder of the first metropolitan system 
of parks, for  example, frequently ex- 
pressed great concern for the public 
values of wetlands, water and scenic 
values, during the late 19th century 
( N e w t o n  1971).  The famous landscape 



planner, Benton MacKaye, voiced similar 
concerns during the 1920s (MacKnye 
1962). Nevertheless, systematic land- 
scape resource, hazard, and suitability 
assessment was not practiced until the  
1950s and 1960s. 

One of the most outstanding members 
of this generation of landscape plan- 
ners is Ian McHarg. In  his book, Design 
with Nature, he proposed a generalized 
landscape approach for assessing large 
landscape such as metropolitan regions 
(McHarg 1969). 

Simultaneously, by the late 1960s the 
first generation of computer graphic 
techniques was being widely used for the 
data manipulation of landscape variables 
(IRIS 1972). This technique was ap- 
plied manually by overlaying a grid on 
the various resource and data maps of a 
given region. For each grid cell several 
types of resource data were processed 
into the computer. Once in this form, 
the data could be manipulated to provide 
print-outs of assessment maps. This 
technique is still valuable for some gen- 
eralized regional assessment such as air  
pollution. I t  is less useful, however, for 
manipulating more detailed data such 
as soil, vegetation, or land-use types. 

Remote-sensing capabilities and other 
land-use survey techniques also began 
providing landscape planners with rela- 
tively accurate data during this period. 
Although the data were quite accurate, 
the smallest land-use map units (grid 
cells) which could be realistically pre- 
pared by the computer use from air- 
photos were about one hectare (Mac- 
Connell 1956). 

Soils, surficial geologic, and other 
pertinent environmental data were also 
available a t  a high degree of accuracy, 
but they too could be practically manipu- 
lated only a t  the 1-hectare size. While 
all these pieces of information are  mean- 
ingful for landscape resource, hazard, 
and suitability assessment, the first gen- 
eration 1-hectare grid cell is too gross 
to assess them accurately. If grid cells 
sn~aller  than 1-hectare were used in 

this process, the data processing would 
be overly costly and extremely tedious. 

For this reason the METLAND team 
searched for computer software more 
responsive to its landscape-planning 
needs. Among all the computer graphic 
techniques surveyed in 1973, the Com- 
puter Mapping for Land Use Planning 
(COMLUP) system (Allen 1973) 
seemed most appropriate for our study. 

The advantage of this computer 
graphic technique is that  any shape and 
size of polygon can be directly input 
and stored in the computer, by image 
digitizer, without subdividing the poly- 
gon into grid cells. For data manipula- 
tion, the digitized area still must be 
subdivided into cells, but this is now 
done in a second step by the computer 
automatically, instead of as a first step 
and manually. In addition a much finer 
cell granularity with a grid matrix of 
500 X 1,000 cells is now possible. 

Figure 1 shows the advantage in ac- 
curacy of COMLUP (an example of this 
second generation) over the first-gen- 
eration computer grid technique when 
applied a t  the regional scale. With this 
new capability the more accurate data 
being produced may be better used by 
landscape planners. 

While landscape planners a re  utilizing 
this second generation of technology, 
computer programmers are working on 
a third generation, which is being de- 
signed to overlay polygon areas directly 
without the interim step of converting i t  
back to grid cells for manipulation. The 
Canada Geographic Information System 
Group of the Canadian Federal Govern- 
ment and the U.S. research firm Ray- 
theon are  among those in the process of 
developing this more advanced third 
generation of computer graphic soft- 
ware systems. 

The remainder of this paper focuses 
on the METLAND environmental/land- 
scape-palnning model, with special em- 
phasis on the assessment procedure, 
including some sample results. The 
model is presented by first examining its 



Figure I.-The relative accuracy of the first generation (grid type) and second 
generation (modified grid type) computer mapping systems when applied at the 
same regional scale. 
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overall framework. Then the synthesis The assessment phase consists of a 
of the special resources component of selection of variables analyzing the in- 
the assessment phase is presented, and trinsic value of landscape resources 
the significance of the results is dis- which may provide societal benefits, 
cussed. A comprehensive report is now This phase also analyzes natural or man- 
being prepared on the entire assessment effected hazards that  may cause harm 
procedure. to people or property. These several 

FRAMEWORK OF THE METLAND 
(ENVlRONMENTAL/LANDSCAPE) 

PLANNING MODEL 
To deal adequately with environ- 

mental issues of the metropolitanized 
landscape, the METLAND team has 
proposed a three-phase planning model 
including assessment, evaluation, and 
implementation phases (fig. 2) .  At  this 
point the assessment phase is close to 
completion, and some work has begun 
on the evaluation phase; the implemen- 
tation phase is planned for later 
development. 

resource and hazard analyses are  map- 
ped and organized into four groups, 
called components. While each individual 
variable has a specific value, this group- 
ing helps to identify complementary 
relationships and to provide combined 
values, which are  useful in making de- 
cisions. The four components of the 
assessment phase are : special value re- 
sources, hazards, development suitabil- 
ity, and ecological stability. 

T h e  special value resource component 
(fig. 2) includes those natural renew- 
able, nonrenewable, and esthetic re- 
sources whose maintenance is essential 





for  metropolitan populations. Develop- 
ment of these resource areas would 
eliminate or greatly impair their value. 
Though these resources are  ubiquitous, 
their quality and quantity range from 
the insignificent to the critical. The as- 
sessment of this component is based on 
the premise that  if a portion of a land- 
scape possesses high quality and quant- 
ity of one or  more of these resources, 
those areas should receive special con- 
sideration or even protection from de- 
velopment. If immediate need for the 
resources is not apparent, they should 
be protected or conserved much as cap- 
ital resources a re  saved in a bank until 
they are  needed. 

T h e  hazard component (fig. 2)  in- 
cludes a i r  and noise pollution, both of 
which a re  direct human byproducts, and 
flood hazard which, although it is a 
natural phenomenon, is both aggravated 
and intensified by human activity. Flood- 
ing becomes harmful only when develop- 
ment is in nature's way. 

The assessment of these three hazard 
component variables provides spatial in- 
formation on both the type and magni- 
tude of hazards. Areas where one or 
more hazards occur a re  obviously less 
valuable for development than areas 
free from hazards. This is true even if 
the harmful effects may be corrected, 
because those corrective devices are  
usually very costly and often ineffective. 
In short, the assessments of special- 
value resources and hazards imply de- 
velopment restrictions in those portions 
of the metropolitan landscape where as- 
sessed values or hazards a re  high. 

T h e  development suitabili ty compon- 
e n t  is the obverse of the previous two 
components. Its objective is to identify 
the most suitable areas for development 
from the point of view of physical, 
climatic, and visual characteristics. 
Highly suitable areas for development 
are  less costly to build upon and provide 
increased amenities and comfort when 
developed. 

T h e  ecological stabili ty component 
represents another essential considera- 
tion. Exploration of special resource- 
value areas, such as gravel quarries, 
production of environmental hazards 
such as  a i r  pollution, and even extensive 
development on highly suitable lands 
may have greater negative effects on the 
metropolitan ecosystem than desired. A 
preliminary objective of this component 
is to determine the amount and distribu- 
tion of land uses in what Odum (1969) 
terms "protective", "productive", "com- 
promise" (suburban), and "urban-in- 
dustrial" zones. One purpose of this 
classification would be to understand the 
structure and function of the land uses 
within these zones. (The research in 
this component began only recently and 
as yet is not as developed as that  of the 
other components.) 

Detailed analysis and substantiation 
of values is conducted a t  the variable 
and subvariable level of phase I (fig. 2) .  
Although original research to sub- 
stantiate values is infrequently con- 
ducted, normally the team is dependent 
on the research finding of other scien- 
tists. For example, in the case of the 
physical variable of the development 
suitability component, values have been 
derived from the work of environmental 
geologists such as Flawn (1970), scien- 
tists of the Soils Conservation Service 
(Bc~rtel l i  et  nl. 1966), or cost estimates 
of builders McKeever  1968). 

From these kinds of research results, 
the significance and magnitude of such 
subvariables as  degree of slope or depth 
to water table for various developments 
are  estimated. The resulting suitability 
assessments are  analyzed in regard to 
short-range effects on construction costs 
to the developer, and long-range effects 
of these costs both to the community 
(e.g., in the form of siltation problems) 
and to the occupant (who in the case of 
high water table, would frequently need 
to pump water out of his basement.) 



PARTIAL APPLICATION 
OF THE ASSESSMENT PHASE 

Before we discuss the results of the 
application and synthesis of qualitative 
environmental assessments, a discus- 
sion of the preparation of data used in 
the step-by-step procedure used in the 
COMLUP computer manipulation is de- 
sirable. As mentioned earlier, the Com- 
puter Mapping for Land Use Planning 
(COMLUP) system of USDA Forest 
Service is the system used and adopted 
in the assessment phase. 

DATA Preparation and the 
COMLUP Process 

All of the assessment procedures in 
all of the assessment components are 
essentially composed of two elements : 
pregathered data in mapped form and 
the manipulation of those data accord- 
ing to a defined metric. The data are  
obtained from reliable sources. For ex- 
ample, the Soil Conservation Service 
supplies detailed soils maps or the U.S. 
Geologic Survey provides data obtained 
from aerial photogrammetry and ground 
truth validation. 

These data a re  termed source maps 
for the purposes of the METLAND 
study. They a re  manipulated and ag- 
gregated in different ways according to 
the precise requirements of each assess- 
ment variable and its metric needs. 
Nevertheless, the procedure for the 
preparation of these source maps for 
manipulation, the actual procedure for 
manipulation, and the procedure for 
the final plotting of variable assessment 
maps is common to all. That procedure 
is basically as follows : 
STEP 1 : Digitize, edit and store on 

magnetic tape all the informa- 
tion contained on the source 
maps. (This is the function 
of the first third of the COM- 
LUP programs.) 

S T E P  2 : Aggregate  t h e  digitized 
source-map data according to 
the needs of the variable or 
subvariable assessment pro- 

cedure, and make any over- 
lays that  are  required by that  
procedure. (Second third of 
COMLUP.) 

STEP 3 : Plot the results. (Final third 
of COMLUP.) 

Internally the COMLUP programs 
take the digitized data in line-segment 
form and overlay a grid of extremely 
fine granularity (500 x 1000 cells) on 
those data. With the data in this gridded 
format, the overlays required in Step 2 
may be made with no difficulty. Step 3 
reconverts these data to line format so 
that  they may be plotted on a drum or  
flat-bed plotter. I t  would also be pos- 
sible to use some of the newer plotting 
techniques such as three-dimensional 
plotting of the SYMVU type if desired. 

Some Composite Results 
and Planning Considerations 

Of the four components noted above, 
the special-value-resource component 
was selected to illustrate the resuts of 
synthesizing the assessment values. As- 
sessments utilizing the COMLUP tech- 
nique were prepared for four special- 
resource-value areas : agricultural pro- 
ductivity, wildlife productivity, water 
resources, and sand and gravel. These 
were composited for two points in time 
- 1952 and 1971 (Fabos 1973). 

Early landscape-planning procedures 
simply identified landscape values or 
hazard potentials. When they were 
thought to be significant they were 
handled as co-equals (each having equal 
importance). Resulting high- and low- 
value areas could be depicted. 

With the numerous problems sure to 
beset us in the last quarter of this 
century, i t  will become increasingly 
difficult to defend environmental land- 
scape values, when pressured for trade- 
offs by economical, political, and social 
values by simple statements such as 
high value, as concluded by the  land- 
scape approach. When making trade-off 
decisions, most commonly accepted 
values are  expressed in monetary terms. 



h pound of meat costs more than a 
pound of bread, even though both are  of 
high value as food. Similarly, value dif- 
ferences exist among special environ- 
mental resources and all other categories 
discussed. 

It ha been implied that  these value 
differences can be based on social/politi- 
cal and economic values. Political de- 
cisions often express composite values of 
subgroups or interest groups of the 
society. Through survey research tech- 
niques and observation, planners can 
estimate the values of pertinent sub- 
groups. Economists also have developed 
numerous procedures to distinguish 
among values. 

In environmental planning, several 
sets of values should be established. 
Social/political and economic values 
should be expressed for both short-range 
and long-range goals. Though planners 
have experimented with this idea, prior 
to  the advancement of the parametric 
planning approach, the adaptation of 
this concept to decision-making was not 
feasible. In the near future, however, 
the rapid computerized, quantitative in- 
formation of the consequences of trade- 
offs among alternative sets of values will 
be readily available for decision makers. 

To illustrate how a single-purpose 
value differentiation can provide an in- 
put to environmental/landscape plan- 
ning, the value differences among the 
assessed special resources are shown in 
figure 3 in economic terms. The re- 
source economists of the METLAND 
team (Foster, Torla, and Whaley) have 
provided value estimates for the re- 
source, hazard, and development suit- 
ability variables listed under the heading 
phase I in figure 2. 

The preparation of the composite 
special-resource-value map is similar to 
that  used in the landscape approach. As 
a first step, high yield and quality water- 
resource areas, high-quality and usable 
agriculture lands, areas of high-quality 
wildlife, and areas with good sand and 

gravel potential weye located and 
mapped. 

The difference between this and the 
landscape-planning approach, however, 
is twofold. First,  the overlaying process 
is done rapidly and accurately by com- 
puter; and second, each area with high 
values may be assessed in terms of the 
estimated combined dollar value of the 
resource present. 

Because of the scale of the maps 
presented in figure 3, the composite map 
has been simplified for visual display. 
Instead of the actual estimates, only 
ranges from low to high values a re  
shown. The computer, however, is cap- 
able of calculating the composite esti- 
mate values per acre or per parcel of 
each combination. 

The composite values of the special 
resources shown in figure 3 are  most im- 
pressive. If these values, which are 
estimates, were confirmed, the cost of 
metropolitan growth, when implemented 
without regard to environmental values, 
would be shown to be very high indeed. 
The reader is cautioned, however, not 
to take these value estimates as con- 
clusive evidence of resource loss. A 
more appropriate use of this informa- 
tion lies in two areas. First,  when 
probable areas of resource-value concen- 
tration are known, growth can be di- 
rected away from these areas, assuming 
that  sufficient alternative land is avail- 
able. When and if a t  a later date these 
values are  confirmed by detailed assess- 
ment techniques, such as drilling to find 
out actual depth and quality of sand and 
gravel resources, more permanent man- 
agement decisions may be made for their 
use. 

A second consideration in the use of 
this information lies in the recognition 
that  these overlapping values a re  not al- 
ways additive. For example, excavation 
of sand and gravel in areas of high 
water-supply potential may impair the 
rechargeability of ground water or de- 
stroy certain wildlife-habitat areas. As 



Figure 3.-This simplified composite special-resource-value assessment illustrates 
an application o f  the parametic approach to  Burlington, Massachusetts. The 
values listed are estimates of 1952 composite resource values. These estimated 
values range from $100/acre to  a possible $203,30O/acre (where water, wildlife, 
agriculture, and sand and gravel resource areas overlap). Notice that a great 
portion o f  these valuable resource areas were developed by housing, commer- 
cial, and industrial uses from 1952 t o  1971. The impact on these areas led t o  
an estimated loss o f  over $30 million dollars in foregone special-resource value. 

a result, the value of the area may not 
represent the sum of the value of each 
resource when considered individually. 

The significant point to be gleaned 
from this information is that  models a re  
being constructed to examine these rela- 
tionships and environmental/landscape 
parameters. The METLAND model il- 
lustrated here is a reflection of the 

dynamic nature of this new field. Both 
a re  growing rapidly in an  effort to deal 
with the problem of decentralized metro- 
politan growth. The example illustrated 
here portrays an  interim step, useful to- 
day, while the more sophisticated com- 
puter assessment techniques are  being 
developed. 

We believe that  this new parametric 



approach will provide better and more SCAPE PLANNING. Univ. Mass. Agric. E ~ P .  
Stn. Res. Bull. 617. Amherst. 116 p. 

diversified information on the qualita- Flawn, Peter. 
tive aspects of the environment to de- 1970. ENVIRONMENTAL GEOLOGY. Harper  and 

Row, Inc., New York, 313 p. cision-makers. Resource qualities and Gottman, Jean. 
quantities together, with their location 1961. MEGALOPOLIS TI-IE URBANIZED NORTH- 

and distribution patterns, may now be EASTERN SEABOARD OF THE UNITED STATES. 
MIT Press, Cambridge, Mass. 810 p. 

assessed and manipulated by this pro- Illinois Resource Information System, IRIS. 
cess which, we believe, is a significant 1972. FINAL REPORT, VOL. 3 AND 4. Univ. 111. 

Cent. Adv. Comput. Urbana. 120 p. 
improvement in the state of the a r t  of MacConnell, William P., and Garvin, L. E. 
physical/landscape planning. 1956. COVER MAPPING A STATE FROM AERIAL 

PHOTOGRAPHY. Photogram. Eng. 22 (9) : 
702-707. 

LITERATURE CITED MacKave, Benton. 

Allen, Neil. 
1973. COMPUTER MAPPING FOR LAND USE 
PLANNING: COMLUP. USDA For. Serv. 
Intermt. Region. 140 p. 

Bartelli, L. T., Klingebrel, A. A., Baird, J. V., 
and Heddleson, M. R. 

1966. SOIL SURVEY AND LAND USE PLANNING. 
Soil Sci. Soc. Am. and Am. Soc. Agron. 
Madison, Wisc. 196 p. 

Fabos, Julius Gy. 
1973. MODEL FOR LANDSCAPE RESOURCE AS- 
SESSMENT. Univ. Mass. Agric. Exp. Stn. Res. 
Bull. 602. Amherst. 141 p. 

Ferris,  Kimball H., and Fabos J. Gy. 
1974. THE UTILITY OF COMPUTERS IN LAND- 

1962." THE NEW EXPLORATION : A PHILOSOPHY 
OF REGIONAL PLANNING. Univ. Ill. Press. 
Urbana. 243 p. 

McHarg, Ian L. 
1969. DESIGN WITH NATURE. Natural History 
Press, Garden City, N.Y. 197 p. 

McKeever, J. R. 
1968. COMMUNITY BUILDERS HANDBOOK. Ur-  
ban Land Institute, Wash.. D.C., 525 D. 

Newton, N. T. 
1971. DESIGN ON THE LAND. Belknap Press, 
Harvard Univ.. Cambridge. Mass. 714 D. - ,  

Odum, Eugene P.' 
1969. THE STRATEGY OF ECOSYSTEM DEVELOP- 
MENT. Science 164 (4)  : 262-270. 



Use of the Delphi 
Method for Determining 

Community Growth Goals Inventory: 
The Nashlville Experience 

by VISHWA K. VARMA, regional manager, American Consulting 
Services, Franklin, Tenn.; and was director, Environmental Review 
Office, Metropolitan Government of Nashville and Davidson County, 
Nashville, Tenn. when this paper was presented. 

ABSTRACT.-The author discusses the growth-inducing pressures 
on Nashville, Tennessee, describes the application of the Delphi 
technique to develop an inventory of the community's growth goals, 
and suggests that the development of a list of community goals is 
a necessary first step toward growth management. 

GOALS AND THE CONCERN THE SETTING IN NASHVILLE 
FOR THE FUTURE 

In the United States, 75 percent of 

HAVING A CONCEPT of the future 
and seeking a better tomorrow, man 

sets goals and then attempts to influence 
his environment toward attaining them. 
A goal is the beginning of a problem, 
in that  a problem is an  unmet goal. 
Without a goal, a problem does not exist. 

Today the urban centers of America 
are  faced with several unmet needs and 
unsolved problems. Problems of economy 
and ecology seem to loom larger than 
ever. 

These problems exist in spite of the 
fact that  an  estimated 85 percent of all 
the scientists that  have ever lived on 
earth a re  living in our day and age. 
These problems are in direct contradic- 
tion to  the prophecy made in 1936 about 
life in 1960 and beyond (Langdon-Davies 
1936) : 

". . . food, clothing, and shelter will cost 
as little as a i r . .  . and there will be 
room for all, rent free . .  . Science has 
only to go a few steps farther.. ." 

The concern for these problems is a 
concern for our future - and that  of 
our children. Many cities in the U.S.A. 
a re  faced with this concern as they find 
a prematurely arrived future a t  their 
doorsteps. 

the people live on approximately 3 per- 
cent of the land - mainly in urban 
centers. Nashville, Tennessee, is one of 
these centers. The leadership of Nash- 
ville has voiced its concern for building 
a viable future for Nashville. They have 
asked themselves several questions. Do 
we, as a city, know what we want our 
future to be? Are we prepared for the 
future? For instance, in his 1974 state- 
of metro address, former Mayor Beverly 
Brilev exhorted Nashvillians to "believe 
in and strive for a future we may 
not see," and announced the formation 
of a Nashville 2001 Citizens' Goals 
Committee. 

Nashville has a consolidated city- 
county metropolitan type of government. 
I t  came into being in 1962, bringing 
with i t  a single government with county- 
wide jurisdiction instead of the six city 
governments that  existed in Davidson 
County before consolidation. 

Nashville is the capital city of Tennes- 
see and the economic and population 
center of the 13-county Mid-Cumberland 
Development District. With a popula- 
tion of 460,000, Nashville accounts for 
56 percent of the region's population. 
I t  is also the main trade center of the 



Mid-Cumberland Region as well as its 
financial and medical services hub. It 
has a balanced and diversified economy 
of industrial and commercial develop- 
ment. I ts  tourist and entertainment 
traffic, based primarily on its reputation 
as "Music City, USA," will probably, 
increase after  release of the movie 
Nashville! 

In  1973 the Academy for Contempo- 
rary  Problems projected Nashville to be 
one of 28 urban centers where 90 per- 
cent of the American population will be 
centered in the year 2000. Several de- 
velopments are  now taking place around 
Nashville that  do indeed portend a sub- 
stantial growth in and around it. In 
December 1972, construction began on 
the Tombigbee Waterway. This massive 
waterway, funded by federal funds and 
scheduled for completion in 1981, will 
in effect connect Alabama, Mississippi, 
Tennessee, and Kentucky to the Gulf of 
Mexico and hence to world markets. 
During the last year work has begun 
on a 3-billion-dollar nuclear power 
facility for the Tennessee Valley Au- 
thority. This power plant will be located 
in Hartsville, just 25 miles east of Nash- 
ville. With 13 major colleges and uni- 
versities, 5 major hospitals, the bulk 
of the country music industry, and six 
legs o,f major interstate highways, 
Nashville is faced with inevitable 
growth in the coming years. 

The choice, for Nashville's decision- 
makers, is not between growth and no 
growth, but rather between disorderly 
growth and managed growth. 

NASHVILLE'S EXPERIMENT 
WITH THE DELPHI TECHNIQUE 

This issue of growth has been addres- 
sed by many groups and organizations 
in Nashville and Davidson County dur- 
ing the past few years. In  July 1972, a n  
Environmental Planning and Manage- 
ment Project was started in Nashville 
with a grant from the Ford Foundation 
(Felling 197'4). The Project's objective 
was to develop a strategic environmen- 

tal problem-solving capability in the 
local government system, while rec- 
ognizing the citizens' increasing concern 
about not only the quantity of growth 
but also the quality of that  growth. 

Last year the Environmental Plan- 
ning and Management Project at- 
tempted to develop an  inventory of 
community goals. The objective of this 
experimental undertaking was to iden- 
tify a series of goals as articulated by 
Nashville's opinion leaders. It was de- 
cided to use a modified Delphi technique 
to achieve this objective. 

The most frequent use of the Delphi 
technique has been to obtain expert con- 
sensus about the likely time of occur- 
rence of some future event. Lately, the 
term "Policy Delphi" has been used to 
describe experiments in which research- 
ers have tried to identify policy options 
on general issues. The major difficulty 
encountered in such Delphi experiments 
is with the adequacy of the description of 
policies. A certain amount of generality 
or ambiguity is always inherent in these 
Delphi statements, and each expert's 
interpretations embellish i t  to the point 
that  the statements are  too general to 
be policy guides or  too specific for a 
wide variety of experts to comment on. 

In  the Nashville experiment, the Del- 
phi technique was used primarily to col- 
lect data in which the data-gatherer acts 
as an  objective collator of the opinions 
of others. Specifically, the modified Del- 
phi consisted of the following steps 
(fig. 1 )  : 

Step 1 .-A small group of 15 develop- 
mental experts was subjected to in-depth 
interviews. This group included econo- 
mists, developmental experts, urban 
planners, elected officials, bankers, en- 
gineers, and investment experts. The 
interviews were taped and conducted 
by a retired newspaper reporter who 
had covered city affairs for the past 35 
years. Open-ended questions were used. 
The purpose was to surface issues and 
aspects around the city's future. 

Step 2.-A staff team conducted an 



Figure I.-Plan and sequence of the Delphi technique used in 
Nashville. 

analysis of transcripts from Step 1. A 
list of broad issues and goal-type state- 
ments was developed. A detailed list 
of community goals, containing 69 state- 
ments, was developed. 

Step 3.-A Delphi questionnaire was 
developed from the list of goals. The 
questionnaire sought responses on (1) 
the level of importance of a goal state- 

Small group (15) of economic/ 
development experts are inter- 
viewed in depth. 

1 
I 

Broad issue-areas or topics 
are identified from these 
interviews. 

1 
A detailed Delphi survey instru- 
ment is formulated; contains 70 
statements of goals. 

I 
A group of 120 persons is 
requested to participate in the 
survey. 

I 
1 

Survey questionnaire is mailed 
to 106 persons who agree to 
participate. 

i 

1 
92 persons complete and return 
the survey questionnaire. 

1 

ment and (2) how much needs to be 
done to reach the goal. To obtain these 
two pieces of data, the respondents were 
asked to rate each goal on its present 
status and desired future status. 

Step 4.-A group of 120 opinion lead- 
ers was invited to participate in this 
survey. The method of selection was as 
follows : The Mayor invited all profes- 

Staff compiles comments and 
suggestions for additional 
statements. 

I 
The survey report is sent back 
to the 106 along with results, 
comments, and additional state- 
ments. 

I 
65 persons complete the second 
round of the survey question- 
naire and mail back. 

Results are compiled and report 
is prepared. 

i 
The group of 106 is invited to a 
meeting to critique the results 
and make suggestions f o r  final 
report. 

1 
Final report is prepared and 
submitted to EPMP team, the 
Mayor and the Goals Group. 

I 
1 

Dissemination to 
interested parties. 



sional associations, clubs, citizen bodies, 
civic groups, public interest groups, 
religious and business organizations, 
League of Women Voters, Sierra Club, 
etc., and the general citizenry to send 
him nominations for the Nashville 2001, 
Citizens' Goals Committee. More than 
600 names were received. The project 
staff was allowed access to this list. 
After eliminating duplications and 
selecting for  a cross-sectional repre- 
sentation, a list of 120 opinion leaders 
was selected. Of these 106 agreed to 
participate in the Delphi survey. 

Step 5.-Delphi questionnaires were 
mailed to 106 persons. 

Step 6.-The returns (92 out of 106) 
were tabulated, and step 5 was repeated. 
This time, respondents got summary 
results of how others rated the various 
goals and had a chance to revise their 
assessments. The returns were again 
tabulated and comments collated. The 
final report was prepared and presented 
to the Mayor and the Citizens' Goals 
Committee. After the first round, an  
additional nine goal statements weye 
added on to the inventory of community 
goals. 

RESULTS AND CONCLUSIONS 
Through this process, 78 goal state- 

ments were generated. Each falls into 
one of the following areas : 

1. Governance 
2. Regional cooperation 
3. Economic and community devel- 

opment 
4. Recreational, leisure, and cultural 

resources 
5. Public education 
6. Human resource development 
7. Transportation 
8. Public safety/crime prevention/ 

justice system 
9. Environment 

10. Housing 
Overall mean scores after  round two 

for these categories showed that  hous- 
ing, environment, and public safety 
were the top three issues. Also, if the 
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Figure 2.-A comparative analysis of goals by ranking of 
differences. 
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difference between desired status and 
present status is used as a measure of 
how f a r  we've got to go to get where 
we want to be, even then the same three 
issues are  on top. This time, however, 
the order is slightly different: housing, 
public safety, and environment (table 1 ) .  

A more detailed analysis was done on 
the basis of (1) ,profession, (2)  income, 
(3) length of residence in Davidson 
County, and (4) race (fig. 2) .  For 
Blacks, housing and governmental serv- 
ices were the most important goal areas, 
as measured by the mean difference be- 
tween present and desired status scores. 
By the same measure and for the same 
group, environment ranked tenth, while 
its rating by the total group was third. 

In transportation, the two subgroups 
that attach high importance (by mean 
of difference between present and de- 
sired) to this are (1) businessmen and 
( 2 )  relative newcomers to the com- 
munity. 

The main accomplishment of this ex- 
periment was the starting of a com- 
munity-based process for looking a t  
Nashville's future. I t  has developed an 
awareness for goal-setting as a basis 
for growth-management. 

True, the survey itself was not as 
statistically clean as a researcher might 
have desired i t  to be. But then, i t  was 

undertaken by practitioners, not acad- 
emicians. Consequently, there are sev- 
eral caveats. The most important, of 
course, is the admonition that  the dy- 
namics of the process were more im- 
portant than the output. More time 
could have been spent on making the 
statements more substantive. 

The Delphi technique has tremendous 
value as an educational device for plan- 
ners, particularly policy planners. That 
is its prime benefit in Nashville. I t  
obviously obtained citizen input through 
a very representative group. In fact, i t  
could be expanded to cover wider seg- 
ments of population. 

The technique may have more use if 
used on an ongoing basis. Goals should 
not be considered one a t  a time, nor 
should they be thought of as  set for all 
time to come. Goals are as dynamic as  
the human experience. As goals are  
reached, visions are  broadened and yet 
more difficult and numerous goals are 
set. 
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Techniques of Data Analysis and Presentation 
for Planners 

of the Metropolitan Environment 

by JOELEE NORMAND, Department of Meteorology, University of 
Oklahoma, Norman, Okla. 

ABSTRACT.-Relationships between the characteristics of the 
physical environment of a metropolitan area and the activities of 
its human inhabitants can be used to predict probable future 
dynamic trends, both demographic and environmental. Using simple 
linear regression, we were able to highlight several dynamic fea- 
tures of the metropolitan area of Tulsa, Oklahoma. Computer 
movies of the growth of Tulsa and attendant air-pollution prob- 
lems were used for showing demographic and physical features 
simultaneously to facilitate the information-assimilation process 
so critical to planning. 

of large quantities of data is critical 
to  decision-makers in metropolitan en- 
vironmental planning. The rapid and 
effective transfer of technology from 
the scientific and engineering fields to 
the urban-planning field is the purpose 
of the studies presented in this paper. 

fit to a straight line; however, when 
regression was performed on the log of 
the data, results represent familiar 
growth curves (fig. 2 and 3) .  

The analysis produced some interest- 
ing highlights of the characteristics of 
the two cities. For example, the con- 
sumption of electricity in Tulsa doubles 
every 8 years while the population has 

ANALYSIS OF THE GROWTH doubled only every 30 years since about 
OF TWO CITIES 1922. The fact that  Tulsa continues its 

The understanding of past and present 
dynamic trends is required for  suckess- 
ful urban planning if we a re  to make 
future growth more orderly and less 
chaotic, more useful to mankind and less 
wasteful of resources. Improving com- 
munication between disciplines that  al- 
ready make wide use of analytical tools 
and those just beginning to make use of 
such tools for  solving problems of hu- 
man settlement provided the impetus for 
a study. An attempt was made to collect 
data from the metropolitan areas of 
Oklahoma City and Tulsa, Oklahoma, 
which represent a 100-year time span 
(fig. 1 ) .  These data were the basis of 
an  analysis and comparison of the 
growth trends in these two cities (Nor- 
mand 1975). The analysis technique 
used was that  of regression of the data 
on time. Efforts t o  plot the data on a 
linear graph produced the usual poor 

use of electrical power a t  a rate almost 
four times faster than that  of popula- 
tion growth points out a higher per- 
capita use of power a t  an  ever-increasing 
rate. In both cities the population 
growth rate changed drastically in the 
1920s. Tulsa's population doubled about 
every 4 years until 1922, then changed 
rate and has since doubled every 30 
years. Oklahoma City's rate changed 
from a doubling time of 7 years to 30 
years. 

Such a change is attributed by some to 
oil boom years. However, the difference 
in character of the two cities is much 
better illustrated by graphs on economic 
indicators and employment. The high- 
lights of population growth versus 
energy consumption illustrate a fast- 
approaching time when decisions will 
have to be made on proper resource al- 
location on a private and public scale. 



Figure I.-Population growth of Tulsa, Oklahoma. Regression of log Y on X. 

(DOUBLING TIME: 

3 0  YEARS) 

LEPST SQUARES LINE (2) 

InY= oX+b 
0 = ,02301 

S.E. OF ESTIMATE 

= 5.82 

% 1898-1924 
(DOUBLING TIME: 

4 YEARS) 

* LEFST SQUARES LINE (I) 
InY= ax+ b 
0 = ,19092 

b = -355.41 

S E. OF ESTIMATE 

= ,24535 

This type of study could perhaps remove 
some barriers to interdisciplinary com- 
munication and utilization of analytical 
techniques in a practical application in 
metropolitan/environmental planning. 

COMPUTER MOVIE 
OF THE GROWTH OF TULSA 

In a text used by students of urban 
planning i t  is stated that  "planners are 
ultimately interested in making state- 
ments about the relationships between 
key variables as they may or should 
exist a t  some future time. In  order to 
make such statements, planners study 
the past and present conditions of the 
factors relevant to a given situation" 
(Goodman and Freund 1968). 

Visualizing the evolution of the me- 
tabolism of a city is required in order to 
understand the character of its growth 
in the past and to plan for its future. 
With this idea in mind, data were col- 
lected from several metropolitan areas 
in Oklahoma for use in analysis of past 
and present trends, and for use in 
graphic presentation constructed by 
computer techniques. 

One result of this project has been a 
computer movie of the growth of Tulsa 
(Brady et  nl. 1975). In  i t  a re  depicted 
the physical annexation process, from 
the original townsite to its present con- 
figuration. In addition, the demo- 
graphic features are illustrated on linear 
graphs showing some of the dynamic 



Figure 2.-Consumpiion o f  elec+rlcity (in ni!iions of kilowatt hours) in Tulsa, 
Oklahoma. Regression 09 log Y on X. 
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trends in this city: population growth, 
energy consumption, employment pat- 
terns, school enrollment, etc. (fig. 1 and 
2). As a method for transferring tech- 
niques widely used in the scientific fields 
to that  of planning for social needs, 
these computer graphic presentations 
have been found to  be readily assimil- 
able by the decision-maker as well a s  
the ordinary citizen who has not had 
time to become algebraically oriented 
(Eddy 1974). 

FORECASTING DEMAND FROM 
PROPOSED DEVELOPMENTS 

Evaluation of the impact of new de- 
velopments in a community is another 
source of concern to urban decision- 
makers. Those agencies responsible for  
approving zoning and platting of pro- 
posed developments, in particular, find 
i t  necessary to make approvals for  new 
developments without the assurance that  
public utilities and services such as  
water, sewers, and public schools will 



Figure 3.-Computer movie of the growth of Tulsa, Oklahoma. 

. .: TULSA DEVELOPMENT ... 1972 
f *  

be available to adequately serve those 
developments after  completion. The en- 
vironmental impact is also many times 
left in question. The Proposed Develop- 
ment Sub-File is designed to provide a 
relatively accurate and rapid computer- 
ized system of predicting the needs and 
impacts of such developments (Tulsa 
City-County Health Department 1972). 
The ability of this system of compara- 
tive computer programs to accumulate 
the anticipated impacts of all proposed 
developments (from the early stage of 
zoning change to completion) is of great 
advantage. The data system will be of 
benefit to government agencies by aiding 
planning for utility expansions and 
school facilities and in assessing housing 
trends and availability of services. 

Those who invest in such develop- 
ments may also benefit from this project, 
as i t  will be capable of serving as an  
early warning system in predicting 
probable future difficulties with existing 
facilities in the earliest stages of plan- 
ning, and, therefore, modification or  de- 
lay of development before the financial 
commitment has been further expanded. 
The system will provide reasonably ac- 
curate estimates of the effect of all pro- 
posed developments and existing de- 
velopments on sewage-treatment plants, 
water plants, sources of water, public 
schools, solid-waste-disposal facilities, 
and environmental quality. A sample of 
the output expected for presentation to 
the decision-making bordies is presented 
here (fig. 4) as well as the predicted 



Figure 4.-Impact of a proposed development on services and utilities. 
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Figure 5.-Sample output of proposed development system, 
showing assessment of demands on water treatment and water 
source. 
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impact of a hypothetical development as 
i t  would be assessed by this system 
(fig. 5 ) .  

AIR-POLLUTION MODELS 
AND COMPUTER MOVIES 

Several existing air-pollution models 
have been adapted to the air-quality 
conditions in the Tulsa area. An illus- 
trative sample of the Climatological 
Dispersion Model (Busse and Zimmer- 
man 1973) is presented here. An annual 
average of ground-level concentrations 
of pollutants from both point and area 
sources is obtained by using this model. 
By using the original program, receptor 
points can be located to pinpoint con- 
centrations of two pollutants a t  a time. 

In  addition, program modifications 
have made i t  possible to map concentra- 
tions of pollutants a t  locations arranged 
in a grid of specified size, rather than 
individual receptor sites, as repo2ted by 
Normand (1975). The unit area of 1 
square mile was chosen to conform to 
the grid pattern of the major streets 
of Tulsa. The concentration estimate is 
made for  receptors located a t  the center 
of these square-mile areas. A cross- 
section of the grid along a north-south 

column is shown here (fig. 6) ,  for the 
effluent SO,. This display of pollution 
concentration is an aid to visual per- 
ception of the  dispersion of air  pollution 
over a city-wide area. This method can 
be used by urban planners in assessing 
the impact of new industrial location on 
an  annual basis. 

Another model, which takes into ac- 
count the differentiations in terrain of 
an  urban area, a s  well as time and space 
variations in the wind field and stability 
of atmospheric conditions, is the Diffu- 
sion Wind Atmospheric Dispersion 
Model developed by Shannon (1974). 
This is a four-dimensional model (X, 
Y, Z, T) .  The grid is vertically divided 
into eight layers, with a horizontal grid- 
mesh size of 1 square mile. Wind stabil- 
ity and effluents vary in space and time 
(fig. 7 and 8). A three-dimensional 
computer movie has been made (Shan- 
non 1974) of the output of this model, 
showing a cloud of pollution moving 
across an  urban area. The pollutants 
and stability are  varied a t  5-minute 
intervals. 

This model permits the examination 
of the frequency distribution of various 
pollutants on different space-time scales. 



Figure 6.-Cross-section of grid showing concentrations of SO, predicted by 
climatological dispersion model. 
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Figure 7.-Tulsa industrial point sources, future electrical gen- 
erating plant site, freeways (output from diffusion wind at- 
mospheric dispersion model). 



Figure $.-Hydrocarbon emissions from current traffic (Kg./sq. 
mi./day). 

Optimal placement of monitoring sen- 
sors, as well as prediction of the impact 
of new industrial sites are  two of the 
possible applications of this model for  
the planner of the metropolitan environ- 
ment. Computer-produced movies of air- 
pollution patterns have proved very 
valuable for transferring large amounts 
of technical information in an easily as- 
similable format to nontechnical de- 
cision-makers in a short time. 

ENVIRONMENTAL DEFICIENCIES 
VERSUS DEMOGRAPHIC 

CHARACTERISTICS OF A CITY 
Evaluation of physical environmental 

deficiencies in relation t o  the charac- 
teristics of the population was the sub- 
ject of another report. Data collected 
by the Tulsa City-County Health De- 
partment was selected for the study. 
Several computer programs that  em- 
ployed statistical techniques were used. 
Multiple linear regression and stepwise 
regression were used, and the relation- 

ships found a re  reported by Normand 
(1  974). 

In a more extensive study by the 
Tulsa City-County Health Department, 
the whole area of. Tulsa was surveyed, 
and many other variables were con- 
sidered, employing the Neighborhood 
Environmental Evaluation Decision Sys- 
tem (NEEDS),  developed by the Bureau 
of Community Environmental Manage- 
ment of the Health Services and Mental 
Health Administration, U. S. Public 
Health Service. The statistical methods 
used in this survey were correlation 
analysis, factor analysis, cluster analy- 
sis, and regression analysis. An evalua- 
tion was made of complex combinations 
of interrelated conditions occuring in 
the living environment of specific areas 
of the community. Fig. 9 shows the 
ranking of overall neighborhood condi- 
tions, as one of the many variables 
analyzed. The net result of this study 
was to produce a statistically logical set 
of planning districts, each one of which 



contained homogeneous attributes that 
distinguish it from its neighbors. 

SUMMARY 
Experts employed to solve the prob- 

lems facing the metropolitan areas today 
are faced with dilemmas. One is the lan- 
guage barrier between different disci- 
plines. The transfer of information and 
technology is the first obstacle to over- 
come. Some techniques of data assimila- 

tion that  can be used to overcome the 
communication problem have been pre- 
sented in this paper. An attempt has 
been made to show some techniques em- 
ployed now by the sciences, which could 
be used to provide accurate and instan- 
taneous presentations of consequences 
of past and possible future actions by 
the administrators of metropolitan 
areas. The rapid pace a t  which change 
occurs is highly visible in large urban 



concentrations. The technology is avail- 
able to show alternative methods of 
resource allocation to  accommodate 
changes, and i t  is hoped that  this effort 
will provide encouragement to the plan- 
ners of metropolitan environment to 
make use of such techniques. 
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